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an increase in research and development efforts towards reconfigurable manu-
facturing systems (RMS) [2,3]. Reconfigurability can be achieved through the
implementation of reconfigurable fixturing systems [4,5], modules that can be
quickly plugged or unplugged into a robot cell [6], a component-based technology
for robot workcells [7], etc. Regardless of the technology used to achieve recon-
figurability, the paradigm stays: the robot workcell should be reconfigurable in
the least amount of time possible, to accommodate the change of production
parameters.

One of the technologies that enhances the intuitiveness and time efficiency
of robot programming is “programming by demonstration” (PBD) which has
been extensively studied in the recent years [8]. With the recent years’ surge of
collaborative robots on the market, the PBD technology also saw its adoption in
industrial environments [9]. Many of the collaborative robots also provide the so
called “gravity compensation” control mode, in which the torques commanded
to the joints are just right to nullify the effect of gravity on the robot’s structure.
When this kind of control is in effect, the robot is completely compliant to the
effects of external forces and it is thus possible to operate the robot manipulator
by kinesthetic guidance. Kinesthetic teaching of robots would allow also non-
experts in robotics to program the robots to perform various tasks. This would
bring the adoption of robotic driven manufacturing even closer to SMEs.

To further increase the flexibility and productivity of robot workcells, it is
possible to include more than one robot manipulator. Coordinated multi-robot
systems can accomplish more complex tasks, have a higher degree of dexterity,
can carry higher payloads, etc. [10,11]. However, in order to achieve coordinated
multi-robot performance, the system has to be well calibrated. The process of
base frame calibration can be tedious and time consuming, which goes against
the reconfigurable workcell paradigm.

In our previous publication, we introduced a reconfigurable robot workcell,
aimed to tackle the previously discussed issues of robot adoption in SMEs man-
ufacturing processes - ReconCell [12]. The developed cell is reconfigurable in
both hardware and software aspects. We aim to build a reconfigurable multi-
robot workcell, where robots are one of the reconfigurable modules that can be
freely positioned and re-positioned according to the task at hand. In this paper,
we therefore present a novel approach for base frame calibration of coordinated
robots that exploits the kinesthetic guidance capabilities of collaborative robots
and is aimed to facilitate the calibration process in highly reconfigurable robot
workcells.

1.1 Related Work

The problem of identifying the coordinate transformation between two robots’
coordinate frames has been researched and discussed in the past. By reviewing
the available literature, we were able to group the proposed base frame calibra-
tion methods into two groups: those that require additional measuring equipment
and those that do not.
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With Additional Measuring Equipment. Albada et al. used a camera-in-
hand robot system to locate a plate fixed within the robot’s workspace [13]. The
plate had a known pattern printed on it and they used the robot to acquire a
number of images from different perspectives. With algorithms of image pro-
cessing, they were able to identify the position of the plate relative to the robot.
They argued that this procedure could be used to calibrate a multi-robot system
by placing the plate in such a way that both robots, mounted with a camera,
could perform this calibration procedure. Lippiello et al. used a hybrid eye-
in-hand and eye-to hand system to estimate the pose of an object using the
extended Kalman filter [14]. Other authors have also used laser trackers [15],
passive Cartesian measurement systems [16] or other approaches to solve the
base frame calibration.

One drawback of these approaches is that they require additional measuring
devices. The other drawback is that, even if the calibration process can be auto-
mated, it cannot run unsupervised because the poses, in which the robot should
move to acquire measurements, have to be carefully selected to avoid possible
collisions between the robot and the environment.

Without Additional Measuring Equipment. Bennet and Hollerbach pro-
vide one of the earliest mentions of the idea to use another robot as a measuring
system for calibration purposes [17]. They proposed a calibration process to iden-
tify the D-H parameters of either a redundant robot or two robot manipulators
coupled together at their end effectors. The authors use an iterative identifica-
tion process with the Jacobian matrix. However, they do not carry their work
further from the simulation. Bonitz and Hsia propose a dual-robot calibration
method that relies on aligning two precisely machined metal plates, which are
fixed on both robots’ end effectors, in various points within the joined workspace
[18]. Similar approaches, i.e. calibration of a dual-robot system with a specially
designed end effector tool, have been proposed by other authors [19,20].

The two major drawbacks in these approaches are that they require a special
tool, of which the dimensions are well known, and are very time consuming.
Moving two robots separately so the specially designed tools align is a tedious
and time consuming task which goes against the paradigm of fast reconfiguration.

2 Base Frame Calibration of a Multi-robot System

2.1 Kinematic Representation

In order to derive the mathematical solution of the calibration problem, we first
introduce the given system of coordinate frames. The two robot manipulator
frames, FM1 and FM2 , are described in the world coordinate frame FW . The end
effectors of robots are noted with FE1 and FE2 . The transformation between two
frames will be denoted withT, which represents the 4 × 4 matrix of homogeneous
transformation

T =
[
R p
0 1

]
, (1)
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654 T. Gašpar et al.

where R3×3 is the rotational part and p3×1 is the translational part of the
transformation. For example, the transformation from the world frame to the
robot base frame is noted with TW,M1 . The position and rotation of the robot’s
end effector are obtained from the direct kinematic model of the robot

R = R(θθθ) and p = p(θθθ) (2)

where θθθ is the vector of joint variables.

Fig. 1. Coordinate frames and their relations.

Since the world coordinate frame can be placed anywhere arbitrary, we place
it at the base frame of the first robot manipulator so that TW,M1 = I, where I
is the identity matrix.

2.2 Least Square Solution for AX = XB Problem

In this section, we will be deriving the equations for the solution of the trans-
formation from one robot frame FM1 to another FM2 , i.e. TM1,M2.

We start by defining a set measurements of robots’ end effectors transforma-
tions {(Tn

M1,E1
,Tn

M2,E2
)}n=0...N where TE1,E2 is constant and N is the number

of measurements. In practice this means that the robots’ end effectors are stiffly
coupled together. We now write the kinematic chain for the first and any con-
secutive measurement (j = 1 . . . N) and define the equation system:

T0
M1,E1

TE1,E2 = TM1,M2T
0
M2,E2

(3)

Tj
M1,E1

TE1,E2 = TM1,M2T
j
M2,E2

(4)

In this equation system we have two transformations that remain constant and
are unknown: TE1,E2 and TM1,M2 . If we rewrite both equations to solve for
TE1,E2 , we can then combine Eqs. 3 and 4 into

Tj
M1,E1

T0
M1,E1

−1TM1,M2 = TM1,M2T
j
M2,E2

T0
M2,E2

−1 (5)
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We can rewrite the above equation in the shape of AjX = XBj where:

Tj
M1,E1

T0
M1,E1

−1 = Aj =
[
RAj pAj

0 1

]
, (6)

Tj
M2,E2

T0
M2,E2

−1 = Bj =
[
RBj pBj

0 1

]
, (7)

TM1,M2 = X =
[
RX pX

0 1

]
. (8)

All matrices, Aj , Bj and Xj are elements of the special Euclidean group of rigid
body transformations SE(3). The solution of this equation system is discussed
in more depth in [21]. For the sake of completeness, we will provide the key steps
towards the solution.

We first define the logarithmic maps of matrices RAj and RBj which trans-
form them into skew symmetric matrices [αj ] = logRAj and [βj ] = logRBj ,
where

[ω] =

⎡

⎣
0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

⎤

⎦ . (9)

The least square solution for RX is given as

RX = (MTM)
−1/2

M, M =
N∑

j=1

βjα
T
j , (10)

while the solution for pX is

pX = (CTC)
−1

CTD, C =

⎡

⎢⎢⎢⎣

I − RA1

I − RA2

...
I − RAN

⎤

⎥⎥⎥⎦
, D =

⎡

⎢⎢⎢⎣

pA1 − RXpB1

pA2 − RXpB2

...
pAN − RXpBN

⎤

⎥⎥⎥⎦
(11)

3 Results Evaluation

3.1 Real Data Acquisition

We conducted our experiments in the workcell described in [12]. We used two UR-
10 robots and coupled their end effectors with two Destaco TP-30 tool adapter
modules, which were tightly screwed together, as seen in Fig. 2. By using the
tool changer system, we ensured that no additional components or devices had
to be developed for the calibration. It is worth emphasizing that the end effectors
could also be coupled by different means. The proposed calibration method works
regardless of the shape of the coupler (Fig. 3).

The coupled robots were then kinesthetically moved around their joined
workspace, all while data was being acquired. Both robots’ joint space variables
(θθθ1 and θθθ2) were recorded at each time step tn in a data structure ARaw:

ARaw = {(θθθn1 ,θθθn2 , tn)}n=1...T , (12)
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Fig. 2. Two Destaco TP-30 tool adapter
modules tightly screwed together.

Fig. 3. Two UR-10 robots coupled
together with two Destaco TP-30.

where T denotes the number of acquired samples.
Since we were acquiring data from two different robot controllers, it can

be happen that there is a small time delay between the data coming from one
and the other robot controller. This can cause discrepancies between acquired
samples at time tn. To solve these issues, we decided to filter the acquired data
before using the algorithm described in Sect. 2.2. We started off by only taking
the samples at times where both robots were not moving:

AFilt = {(θθθn1 ,θθθn2 )| || [θ̇θθ
n

1 , θ̇θθ
n

2 ] ||2 < ϵ }. (13)

The result of such filtering can be seen in Fig. 4 where the fifth joint of one of
the robot is depicted. The blue line depicts the original data, while in red we see
the filtered samples.

Next, we divided the set AFilt into N number of subsets depending on
the Euclidean distance between each sample. Finally, we took the average
values of each newly created subset and joined them into the final set of
joint configuration samples. The final step was to convert the set of joints
into a set of coordinate transformations which we used for the calibration
ACalib = {(Tk

M1,E1
,Tk

M2,E2
)}k=1...N . We then recoded and filtered a second

set of measurements, which we then used for the evaluation of the calibration
AEval = {(Tk

M1,E1
,Tk

M2,E2
)}k=1...N . A total of N = 37 samples were used in the

Fig. 4. Raw recorded joint values (blue) and the filtered samples (blue) for one axis.
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calibration process and M = 21 were used for the evaluation. The sizes of the
sets is determined by the filtering process. It is not possible to predict how many
samples will the filtering yield thus the size of the calibration and evaluation sets
are different.

3.2 Evaluation Results

By applying the algorithm described in Sect. 2.2 to ACalib, we obtained the
coordinate transformation between the base frames of the two robots TM1,M2 .
To evaluate the result, we calculated the transformation between the robots’
end effectors TE1,E2 for each sample of AEval using the coordinate frame rela-
tions depicted in Fig. 1. The assumption was that if the resulting transformation
TM1,M2 is precise, the standard deviation of all the calculated TE1,E2 using
AEval should be small.

The results of the evaluation are shown in the Table 1. Considering the UR-10
nominal repeatability of 0.1mm [22], we can argue that the standard deviation
is relatively small, for both position and orientation.

Table 1. The statistical evaluation of the calculated parameters of TE1,E2 for each
sample in AEval (M = 21).

Translation [mm] Rotation [◦]

x y z x y z

Mean −0.94 −0.92 25.82 −179.95 −0.15 −1.10

Standard deviation 0.82 0.52 0.64 0.04 0.06 0.11

4 Conclusion and Future Work

In this paper we present a novel approach for robot base frame calibration by
using the kinesthetic guidance feature of the collaborative robots. The main
advantages of our method are that it does not require additional measuring
equipment or precisely designed calibration tools and it is time efficient without
compromising the result of the calibration.

However, further work is needed to further evaluate and improve the calibra-
tion method. The evaluation based on measuring the standard deviation gave us
an insight on the applicability of our method but we want to examine its poten-
tial on more complex robot tasks, e.g. cooperative motions. Another aspect we
intend to improve is the data acquisition. We intend to compile a system that
notifies the user who performs the calibration when he has collected enough
data.
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12. Gašpar, T., Ridge, B., Bevec, R., Bem, M., Kovač, I., Ude, A., Gosar, V.: Rapid
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