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Abstract

In this dissertation we aim to perform a detailed study of techniques for the analysis of

the exacts-dimensional Hausdorff measure of fractal sets and try to provide a reason-

ably comprehensive review of the required background. An emphasis is placed on results

pertaining to local density of sets and we show how these provide a link to the more

global concept of Hausdorff measure. A new result is provided which states that ifK

is a self-similar set satisfying the open set condition, then Hs(K ∩ U) ≤ |U |s for all

Borel U , also implying thatD
s

c(K,x) ≤ 1 for all x, whereHs(E) andD
s

c(E, x) refer to

the s-dimensional Hausdorff measure of some setE and the local convex density ofE

at a pointx respectively. Based on the work of Zuoling Zhou and Min Wu, we provide

new calculations for the exact Hausdorff measure of both a Sierpinski carpet inR2 and a

Sierpinski sponge inR3. In the final chapter we take a look at how the Hausdorff mea-

sure behaves when measuring the invariant sets associated with special types of iterated

function systems known as iterated function systems with condensation and also provide

a brief discussion on the calculation of the packing measureof a self-similar set.
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Introduction

0.1 Notational Conventions

Some points regarding notational conventions used in the sequel:

We will refer to a ball with its centre at a pointx and a radiusr as eitherBr(x) or B(x, r)

interchangeably.

Also, lim andlim will refer to upper and lower limits respectively.

0.2 Summary

Calculating the Hausdorff measure of fractal sets is an inherently difficult problem

owing to the very definition of Hausdorff measure: the sum of the diameters of all the

sets of various sizes and shapes that make up the most efficient cover of a given set to

be measured. The fact that covering sets are allowed to vary so much means that there is

an extremely wide class of covers to consider when finding themost efficient one. This

stands in contrast to the class of covers used when calculating box-counting dimension,

where only covering sets of a fixed size and shape are considered.

The first two chapters of this dissertation provide a historical discussion of the neces-

1



0.2 Summary 2

sary concepts from measure theory and fractal geometry, anda review of iterated function

systems and self-similar sets respectively. The first chapter begins with a brief discussion

of the first basic efforts to define a measure that assigns a ‘length’ value to arbitrary sets in

R, and attempts to track the progression to the more robust notion of Hausdorff measure.

This path of development traverses a number of important junctions, including sigma-

algebras, metric outer measures and Methods I and II for the construction of metric outer

measures. Toward the end of the chapter, we arrive at a definition of Hausdorff measure

Hs(E) for a given setE ∈ Rd and discuss how its namesake, Felix Hausdorff, discovered

that for any value ofs other than a certain critical value that pertains to the setE being

measured,Hs(E) will always be either0 or +∞. This critical value fors is the Hausdorff

dimension of the setE. It is capable of taking on non-integral values and is frequently

used to gauge the ‘complexity’ of the set. We discuss how calculating the Hausdorff di-

mension directly can be tricky, but is made easier through the use of the more accessible

box-counting dimension and its calculation.

In the second chapter we talk about iterated function systems or IFSs and self-similar

sets. Iterated function systems are quite important as theyfacilitate the definition of a

broad class of fractal sets; indeed, most of the fractal setsthat may be found in today’s

books and papers on fractals are generated using iterated function systems. For example,

the classic middle-third Cantor set may be generated using the IFS
{

f1(x) = 1
3
x, f2(x) = 1

3
x + 2

3

}

.

IFSs are constructed using contraction mappings with associated contraction ratios or

Lipschitz constants. In the above example, bothf1 andf2 are contraction mappings with

contraction ratios1
3
. An IFS always has a unique invariant set associated with it,often

referred to as the attractor or fixed point of the IFS, which isgenerated by iterating the

collection of mappings contained in the IFS over any given set infinitely many times.

Given an IFS{S1, S2, S3, S4}, the invariant set associated with that IFS is given by
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F =
4
⋃

i=1

Si(E)

where E is a given set in the space that we are working in. We payparticular attention to

a certain type of IFS in Chapter 2, namely iterated function systems with condensation.

These are regular IFSs, but some fixed set called a ‘condensation set’ is merged with

the output of the IFS at each iteration when constructing theinvariant set. There is a

classical result associated with IFSs which shows that all IFSs have a unique invariant set

associated with them. In Chapter 2, we prove this result for IFSs with condensation; the

proof is not much different to the proof for the regular case,but is not seen as often in the

literature so we decided to prove this version here.

As was mentioned in the abstract, a number of results can be garnered for the local

density of a set at a given point which can form the basis for the calculation of the exact

Hausdorff measure of the set at the critical dimension. Several attempts at calculating the

Hausdorff measure in such a way have been made by various authors for various different

fractal sets. We provide a brief review of some of these attempts at the end of Chapter 3,

after analysing many of the key results for local density. Two types of local density that

are of particular interest to us are local spherical densityand local convex density. The

upper spherical density with respect to the Hausdorff measure of a setE, with positive

finite Hausdorff dimensions, at a pointx is

D
s
(E, x) = lim

r→0

Hs(E ∩ Br(x))

(2r)s
.

The upper convex density forE atx is

D
s

c(E, x) = lim
r→0

{

sup
Hs(E ∩ U)

|U |s
}

,

where the supremum is over all convex setsU with x ∈ U and0 < |U | < r. As we

point out in the chapter, local spherical density is not quite as useful as local convex

density with respect to the Hausdorff measure. In particular, one of the main results
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obtainable for spherical density states that2−s ≤ D
s
(E, x) ≤ 1 for Hs-almost allx,

but the equivalent result for convex density states thatD
s

c(E, x) = 1 for Hs-almost allx

which is a much more useful result in practice. After taking alook at the proofs of these

two results, we provide a new result for local convex densityin Section 3.3.3, namely that

given a self-similar setK satisfying the open set condition

Hs(K ∩ U) ≤ |U |s

for all Borel U , thusD
s

c(K,x) ≤ 1 for all x. This proves quite useful for attaining

upper bounds in the proofs of some further results later in the chapter. These culminate

in Theorem 3.3.13, which states that given a self-similar set K satisfying the open set

condition and a suitable self-similar measureλ supported onK, then

Hs(K) =
1

supx d
s

c(λ, x)

whered
s

c(λ, x) refers to the upper convex density at a pointx with respect toλ.

In Chapter 4, based on the work of Zhou and Wu in [ZW99], we present a calculation

for the exacts-dimensional Hausdorff measure of a Sierpinski carpet inR2. The particular

Sierpinski carpet analysed is the invariant set associatedwith an iterated function system

consisting of four similarity mappings, each of which rescales sets by a factor of1
4
. When

acting on the unit square inR2, each of the mappings maps to one of the corners of the

unit square. We make a number of modifications to the method used by Zhouet alwhich

simplify the calculation considerably. Referring to the Sierpinski carpet in question asC,

we prove thatdimH C = 1 and thatH1(C) =
√

2. The upper bound for the Hausdorff

measure calculation is found by using a theorem due to Hutchinson [Hut81] which states

that if C is a self-similar set generated by an IFS with mappings{R1, . . . , Rn} with

associated contraction ratios{c1, . . . , cn}, letting s be a unique real number such that
n
∑

i=1

cs
i = 1, then we haveHs(C) ≤ diam(K)s. We use the mass distribution principle to

ascertain the lower bound. Using an appropriate mass distributionµ supported on the set
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C, if we can show thatµ(V ) ≤ |V | for all measurable setsV , thenHs(C) ≥ µ(C) and

we are done. Central to the proof is the idea of projecting the set C onto one of its main

diagonals and defining a mass distributionm supported on the projection which is based

on the original mass distribution supported onC. Zhou et al use a number of lemmas

to show thatm([0, x]) ≥ 1
2
x for all x ∈ [0,

√
2]. We condense this into a single lemma

and improve upon the result slightly, showing thatm([0, x]) ≥ 4
7
x for all x ∈ [0,

√
2].

Developing the proof for this result was aided by the graph ofy = m([0, x]) andy = 4
7
x

shown in Figure 4.5.1.

We extend the Hausdorff measure calculation from Chapter 4 toa three-dimensional

case in Chapter 5, analysing a Sierpinski Sponge inR3 which may be generated by an

IFS consisting of 8 contraction mappings of Lipschitz ratio1
8

which map the unit cube to

1
8
-scaled copies of itself in each of its 8 corners. LettingC denote the Sierpinski carpet

in R3 this time, we prove thatdimH C = 1 and thatH1(C) =
√

3. The method used is

largely the same as that of Chapter 4 and the calculations are not complicated too much

further by the addition of a third dimension to the space we are working in.

In the final chapter we take a look at how the Hausdorff measurebehaves when mea-

suring the invariant sets associated with iterated function systems with condensation. We

make an interesting observation which shows that the Hausdorff measure changes from

being a positive finite value to being+∞ when measuring the invariant sets associated

with two different IFSs with condensation which differ onlyvery slightly. We also take

a look at the packing measure, a notion of measure which has risen in status next to

the Hausdorff measure in recent years and is now regarded as being equally important.

Packing measure is defined in a similar way to the Hausdorff measure, but uses efficient

packings of sets as opposed to efficient covers in its definition. In the final section of the

chapter, we discuss the work done by Jiaet al in [JZZL03] on the calculation of the pack-

ing measure of the Cartesian product of the middle third Cantorset with itself inR2 and
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show how they make use of some results that link local spherical density to the packing

measure in order to achieve their result.



Chapter 1

Measure and Dimension

1.1 Introduction

The journey to a notion of sets of infinite complexity, with non-integral dimensions

and self-similar properties began in a setting that, to an non-mathematician, might seem

slightly strange. Toward the end of the 19th century, the world of pure mathematics had

encountered a problem. Riemann integration, although quitesuccessful in dealing with

many functions such as continuous functions and functions on closed bounded intervals,

failed to deal with more irregular functions such as limiting processes. The French math-

ematician Henri Lebesgue saw that there was work to be done inthis area and in 1901,

he formulated a theory of measure which extended Riemann’s theory of integration to

allow for the possibility of more irregular functions. Lebesgue’s nuance was centred on

the concept of length. How does one define the ‘length’ of an arbitrary set inR? The

following definition illustrates what we might think of as anintuitive description of an

idealised length function:

Definition 1.1.1. A function ℓ : {A|A ⊆ R} → [0,∞] is called alength functionif

7
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1. ℓ(∅) = 0

2. A ⊆ B ⇒ ℓ(A) ≤ ℓ(B)

3. If A1, A2, . . . ⊆ R are sets such thatAi ∩Aj = ∅ for i 6= j (pairwise disjoint), then

ℓ(
⋃∞

k=1 Ak) =
∑∞

k=1 ℓ(Ak) (countable additive).

4. If A ⊆ B andx ∈ R, thenℓ(A) = ℓ(A + x) (translation invariance).

5. ℓ([0, 1]) = 1

Unfortunately, as was shown by Vitali, such a length function does not exist. A possi-

ble solution arises by replacing the 3rd countable additivity condition with a finite addi-

tivity condition: ℓ(
⋃n

k=1 Ak) =
∑n

k=1 ℓ(Ak). However, a counter-example known as the

Banach-Tarski paradox was found in the 1920’s which disproves such a modified length

function for dimensions≥ 2. Lebesgue, instead, introduced a concept known asmeasure

which involved countable subadditivy instead of countableadditivity. This allowed him

to formulate a general concept of ‘length’ for 1-dimensional sets which facilitated the

introduction of Lebesgue integration. Subsequently Constantin Carath́eodory, a German

mathematician of Greek descent, became interested in extending measure theory to n-

dimensional cases. His efforts were successful and formed the basis for the discovery of

another German mathematician, Felix Hausdorff, of the existence of non-integral dimen-

sions. In order to track how Carathéodory did this we will need a number of definitions.

Lebesgue’s original concept of measure involved notions ofouter measureand in-

ner measure. A set was said to beLebesgue-measurableif its outer measure and inner

measure coincided. Carathéodory’s measure theory dispensed with inner measure and

provided an alternative, non-intuitive definition of measurability which proved to be the

key underpinning of Hausdorff’s subsequent work.
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1.1.1 Outer Measure

Definition 1.1.2. A functionµ : {A|A ⊆ Rd} → [0,∞] is called anouter measureif

1. µ(∅) = 0

2. A ⊆ B ⇒ µ(A) ≤ µ(B)

3. If A1, A2, . . . ⊆ Rd, thenµ(
⋃∞

k=1 Ak) ≤
∑∞

k=1 µ(Ak) (countable subadditive).

Carath́eodory devised the followingδ-approximative outer measure to deal with n-

dimensional setsE ⊆ Rd:

Cδ(E) = inf

{ ∞
∑

i=1

diam(Ei)

∣

∣

∣

∣

∣

E ⊆
∞
⋃

i=1

Ei , diam(Ei) < δ

}

(1.1.1)

As δ decreases, the number of ways in which we can cover E with suitableEi sets is

reduced. As that class of potential covers gets smaller, theinfimum (smallest sum of

covering sets) either remains the same or gets bigger as the options for efficient covers

run out. So, asδ approaches zero, the infimum approaches a limit, leading us to the

following definition:

C(E) = lim
δ→0

Cδ(E)

= lim
δ→0

inf

{ ∞
∑

i=1

diam(Ei)

∣

∣

∣

∣

∣

E ⊆
∞
⋃

i=1

Ei , diam(Ei) < δ

}

= sup
δ> 0

Cδ(E)

Using his novel definition of measurability, Carathéodory went on to show that his outer

measure actually fulfills the criteria for a ‘length function’ when applied to a certain class

of sets known asBorel sets. Defining this class of sets requires the following definitions

and results:
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1.1.2 σ-Algebras

Definition 1.1.3. A family A of subsets of a setX ⊆ Rd is called analgebraif:

(i) X ∈ A,

(ii) A ∈ A ⇒ A′ ∈ A,

(iii) A,B ∈ A ⇒ A ∪ B ∈ A,

whereA′ is the complement ofA.

Lemma 1.1.4. If A is an algebra of subsets of some setX ⊆ Rd, then

(1) ∅ ∈ A,

(2) A1, . . . , An ∈ A ⇒ ⋃n

i=1 Ai ∈ A,

(3) A,B ∈ A ⇒ A ∩ B ∈ A,

(4) A1, . . . , An ∈ A ⇒ ⋂n

i=1 Ai ∈ A,

(5) A,B ∈ A ⇒ A \ B ∈ A.

Proof. (1) follows from (i) and (ii) of Definition 1.1.3. (2) followsby repeated application

of (iii). SinceA∩B = (A′∪B′)′, (3) follows from (ii) and (iii). (4) comes from repeated

application of (3). For (5), note thatA \ B = A ∩ B′ ∈ A by (ii) and (3).

Definition 1.1.5. An algebraA of subsets of a setX ⊆ Rd is called aσ-algebra if, in

addition to the conditions for an algebra in Definition 1.1.3, the following condition is

also satisified:

A1, A2, . . . ∈ A ⇒
∞
⋃

n=1

An ∈ A.
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Theσ-algebra of an algebraA may be denotedσ(A).

Definition 1.1.6. We will call aσ-algebraA in Rd “good” if A contains all open rectan-

gles(a1, b1) × . . . × (an, bn). E.g.A = {A|A ⊆ Rd} is good.

Note: ”Good” is not a standard term for this definition, but will serve our purposes here.

Using the above definitions, we my now define the Borel sets as follows:

Definition 1.1.7. The intersectionB =
⋂∞

n=1 A of all good setsA is called theBorel

σ-algebra.

The Borelσ-algebra describes an extremely wide class of sets. Any set that can be

constructed using a sequence of countable unions or intersections starting with the open

sets or closed sets will be Borel. This is more than adequate for our purposes, as the

fractal sets we will be working with may be described in such away.

Now that we know what the Borel sets look like, we can proceed and show thatC,

acting on those sets, behaves like a ‘length’ function. Before doing that, we shall refine

our notion of what a ‘length’ function should be. The definition of ameasurepresented

in the next subsection is quite similar to the definition of a ‘length’ function, but uses aσ-

algebra as its domain. We would like to show thatC satisfies the criteria for this modified

notion of measure when acting on the Borel sets.

1.1.3 Metric Outer Measure

The definition of measure that follows helps us reclaim the valuable countable-additive

property which was sacrificed for countable-subadditivityin our definition of outer mea-

sure. This new type of measure usually operates on a slightlysmaller class of sets, namely

the Borel sets, as opposed to the entire family of subsets ofRd for outer measure.

Definition 1.1.8. LetA be aσ-algebra. A functionµ : A → [0,∞] is ameasureif:
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1. µ(∅) = 0

2. A,B ∈ A, A ⊆ B ⇒ µ(A) ≤ µ(B)

3. A1, A2, . . . ∈ A, An ∩ Am = ∅ for n 6= m (pairwise disjoint), thenµ(
⋃∞

k=1 Ak) =
∑∞

k=1 µ(Ak) (countable additive).

We follow this with a key theorem for measurability first introduced as a concept in

Carath́eodory’s seminal 1914 paper [Car14] entitled“ Über das lineare Maß von Punktmengen-

eine Verallgemeinerung des Längenbegriffs”or “On the Linear Measure of Point Sets- a

Generalization of the Concept of Length”. This theorem asserts the existence of a cer-

tain σ-algebra associated with any outer measureµ and says thatµ is a measure on that

σ-algebra. As was noted by Hewitt and Stromberg in [HS65], exactly how Carath́eodory

came up with this is quite mysterious as it is not at all intuitive. The important thing is

that it works.

Theorem 1.1.9. (Carath́eodory Extension Theorem)Let µ be an outer measure. Put

A(µ) = A = {A | ∀E : µ(E) = µ(A ∩ E) + µ(E \ A)}. Then,

1. A is aσ-algebra.

2. µ : A → [0,∞] is a measure.

A is called theσ-algebra ofµ-measurable sets.

Proof. A proof for this can be found in [Bar66] pages 101-103.

Lemma 1.1.10.Given an outer measureµ and some setA ⊆ Rn, if µ(A) = 0, then

A ∈ A(µ).
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Proof. Consider a setE ⊆ Rn. By the second property of outer measure (monotonicity),

µ(A ∩ E) + µ(E \ A) ≤ µ(A) + µ(E) = µ(E).

The third property of outer measure (subadditivity) yieldsthe opposite inequality

µ(A ∩ E) + µ(E \ A) ≥ µ(E),

so

µ(A ∩ E) + µ(E \ A) = µ(E)

andA ∈ A(µ) by the Carath́eodory extension theorem.

Carath́eodory’s Extension Theorem was the first step in showing thatC is a measure

on the Borel sets. The second step requires the notion of ametric outer measure. As the

definition below and the theorem that follows it show, if an outer measureµ is a metric

outer measure, then the Borel sets form a subset of its associatedσ-algebra.

Definition 1.1.11. WhenA,B ⊆ Rd and dist(A,B) = infa∈A,b∈B |a − b|, µ is called a

metric outer measureif:

µ(A ∪ B) = µ(A) + µ(B) ∀A,B such that dist(A,B) > 0

Theorem 1.1.12.If µ is a metric outer measure, thenB ⊆ A(µ).

Proof. Omitted. A proof for this may be found in [Fal86] on Page 6.

We require the following small lemma later on in Chapter 3.
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Lemma 1.1.13.Let µ be a measure on aσ-algebraE . Given setsA1, . . . , An ∈ E , if

µ(Ai ∩ Aj) = 0 wheni 6= j, then

µ

(

n
⋃

i=1

Ai

)

=
n
∑

i=1

µ(Ai).

Proof. This proof is omitted as it is a well known result and is relatively straightforward

using basic set theory and the properties of measure.

Using the definitions and theorems that preceded, we can prove that Carath́eodory’s

outer measureC is a a metric outer measure and thus a measure on the Borel sets,or more

succinctly, aBorel Measure.

Theorem 1.1.14.C is a metric outer measure.

Proof. ChooseA,B such that dist(A,B) = δ > 0. We want to show thatCδ(A ∪ B) =

Cδ(A) + Cδ(B).

“ ≤ ” We haveCδ ≤ Cδ(A) + Cδ(B) from Property 3 of outer measures in Definition

1.1.2.

“ ≥ ” Let δ > 0 such thatδ < dist(A,B).

Let D =
⋃∞

i=1 Di be any countable cover ofA ∪ B such that diam(Di) < δ.

diam(Di) < dist(A,B) for all i, thus eachDi set intersects at most one of eitherA

or B, so we can splitD into two disjoint collections,D1 andD2 coveringA andB

respectively. Thus,

∑

Di∈D
diam(Di) =

∑

Di∈D1

diam(Di) +
∑

Di∈D2

diam(Di) ≥ Cδ(A) + Cδ(B).
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Taking infimum over all covers, we have

inf

{

∑

Di∈D
diam(Di)

∣

∣

∣

∣

∣

A ∪ B ⊆ D
}

= Cδ(A ∪ B) ≥ Cδ(A) + Cδ(B)

and taking the limit asδ → 0 we getC(A ∪ B) ≥ C(A) + C(B).

Later in this dissertation we will require the following theorem for uniqueness of a

measure on aσ-algebra.

Theorem 1.1.15. (Carath́eodory Uniqueness Theorem or Hahn Extension Theorem)

Let X ⊆ Rd and letA be an algebra of subsets ofX. Letµ andυ be finite measures on

σ(A) and let

µ(A) = υ(A) for all A ∈ A.

Then

µ(B) = υ(B) for all B ∈ σ(A).

Proof. A proof for this may be found in [Bar66] pages 103-104.
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1.2 Construction of Outer Measures and Metric Outer

Measures

There is a way of generalising the construction of outer measures known as Method

I. Method I can be extended to generalise the construction ofmetric outer measures. This

extension is known as Method II. Both of these methods will be useful to us when defining

measures such as the Hausdorff measure which shall be discussed in the sequel.

1.2.1 Method I Outer Measures

Definition 1.2.1. LetM be a family of subsets such thatRd =
⋃

M∈M M . LetT : M →

[0,∞] be any function. Define

µ(A) = inf

{ ∞
∑

i=1

T (Mi)

∣

∣

∣

∣

∣

A ⊆
∞
⋃

i=1

Mi, Mi ∈ M
}

.

µ is called theMethod I Outer Measureassociated with(M, T ).

Proposition 1.2.2.µ is an outer measure.

Proof.

1. µ(∅) = 0.

This is obvious since the empty set is covered by the empty setand the empty sum

is zero.

2. A ⊆ B ⇒ µ(A) ≤ µ(B).

Fix A ⊆ B. Let B ⊆ ⋃∞
i=1 Mi, Mi ∈ M. Then,A ⊆ B ⊆ ⋃∞

i=1 Mi implies that:

µ(A) ≤
∞
∑

i=1

T (Mi) which is true for all such covers ofB, hence
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µ(A) ≤ inf

{ ∞
∑

i=1

T (Mi)

∣

∣

∣

∣

∣

B ⊆
∞
⋃

i=1

Mi, Mi ∈ M
}

= µ(B)

3. If A1, A2, . . . ⊆ Rd, thenµ(
⋃∞

k=1) ≤
∑∞

k=1 µ(Ak).

Case 1:µ(Ak) = ∞ for one or more of theAk.

If one of theAk has measure infinity, then the sum of the measures of all the

Ak will have measure infinity, which is always bigger than the left-hand side.

Case 2:µ(Ak) < ∞ for all k.

Let A1, A2, . . . ⊆ Rd. Let ǫ > 0 and fixn ∈ N. It suffices to show that

µ

( ∞
⋃

n=1

An

)

≤
∞
∑

n=1

µ(An) + ǫ .

Sinceǫ > 0 andµ(An) < ∞, µ(An) < µ(An) + ǫ
2n . There exists a cover

⋃∞
i=1 Mn,i overAn, whereMn,i ⊆ M such that

∞
∑

i=1

T (Mn,i) < µ(An) +
ǫ

2n

Since we can find such covers for all of theAn, we have

∞
⋃

n=1

An ⊆
∞
⋃

n=1

∞
⋃

i=1

Mn,i.

The measure on the union of theAn uses the most efficient cover, thus

µ

( ∞
⋃

n=1

An

)

≤
∞
∑

n=1

∞
∑

i=1

T (Mn,i)

≤
∞
∑

n=1

(

µ(An) +
ǫ

2n

)
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=
∞
∑

n=1

µ(An) + ǫ
∞
∑

n=1

1

2n

=
∞
∑

n=1

µ(An) + ǫ

Unfortunately, as we shall now see, we can find a counter-example which shows that

Method I outer measures are not always metric. The proof requires the Lebesgue outer

measure, which we shall now define using Method I and a small, but useful theorem

which shows that the Lebesgue outer measure on an interval isequal to the length of the

interval.

Definition 1.2.3. Let d = 1. LetM = {[a, b] | a < b}. Let T ([a, b]) = b − a. Then the

Lebesgue outer measure, L, is the Method I outer measure associated with(M, T ).

Theorem 1.2.4.If A is an interval, thenL(A) is equal to the length of A.

Proof. A proof for this may be found in [Yeh00], pages 36-37.

Proposition 1.2.5.Method I outer measures are not always metric.

Proof. Let d = 1. LetM = {[a, b) | a < b}. Let T ([a, b]) =
√

b − a. Let µ be the

Method I outer measure associated with(M, T ). Let A = [−1,−1
4
) and letB = [1

4
, 1).

First we will show thatµ(A) =
√

3
2

:

“ ≤ ” µ
(

[−1,−1
4
)
)

≤ T
(

[−1,−1
4
)
)

=
√

−1
4

+ 1 =
√

3
2

“ ≥ ” Let [−1,−1
4
) ⊆ ⋃∞

i=1[ai, bi). Then

( ∞
∑

i=1

√

(bi − ai)

)2

=
∞
∑

i,j=1

√

(bi − ai)
√

(bj − aj)

=
∞
∑

i=1

√

(bi − ai)
√

(bi − ai) +
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∞
∑

i=1,i6=j

√

(bi − ai)
√

(bj − aj)

≥
∞
∑

i=1

√

(bi − ai)
√

(bi − ai)

=
∞
∑

i=1

(bi − ai)

≥ L(A) = |A| =
3

4

Therefore, we have
∑∞

i=1

√

(bi − ai) ≥
√

3
4

=
√

3
2

.

It can be shown thatµ(B) =
√

3
2

in a similar way. Note that dist(A,B) = 1
2
, thus

satisfying the preliminary requirement for the metric outer measure test. Summing the

measures ofA andB, we getµ(A) + µ(B) =
√

3. However, sinceA ∪ B ⊆ [−1, 1), we

have

µ (A ∪ B) = µ(A) + µ(B)

≤ µ ([−1, 1))

≤ T ([−1, 1))

=
√

1 − (−1) =
√

2

Henceµ(A ∪ B) 6= µ(A) + µ(B), so the outer measure is not metric.

1.2.2 Method II Outer Measures

We will now extend the notion of Method I outer measures to Method II outer mea-

sures, which can be shown to be metric and in particular, formmeasures on the Borel

sets.
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Definition 1.2.6. LetM be a family of subsets ofRd such that
⋃

M∈M M = Rd and let

Mδ = {M ∈ M | diamM ≤ δ} .

Let T : M → [0,∞] be any function and letTδ = T Mδ
. Let µδ be the Method I

outer measure associated with(Mδ, Tδ). Then theMethod II outer measureis defined as

follows:

µ(A) = lim
δ→0

µδ(A) = sup
δ>0

µδ(A).

Theorem 1.2.7.Method II outer measures are metric outer measures.

Proof. This is almost identical to the proof of Theorem 1.1.14 to show that Carath́eodory’s

measure is a metric outer measure, so will be omitted, but it may be found in [Edg90] on

page 141 (Theorem 5.4.2).

1.3 Hausdorff Measure and Dimension

1.3.1 Hausdorff Measure

Recall Carath́eodory’sδ-approximative outer measureCδ from (1.1.1). Carath́eodory

had noticed that his measure could be adjusted to give anm-dimensional measure inRd

for anym ∈ Z+ with m < n as follows:

Cm(E) = lim
δ→0

inf

{ ∞
∑

i=1

diamm(Ei)

∣

∣

∣

∣

∣

E ⊆
∞
⋃

i=1

Ei , diam(Ei) < δ

}
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Here diamm(Ei) denotes the supremum of them-dimensional volumes of all orthogonal

projections of the convex hull ofEi onto allm-dimensional subspaces ofRd.

Based on this, in 1918, almost thirty years after his graduation from Leipzig Univer-

sity which included a seven year hiatus from mathematical research proper, Felix Haus-

dorff produced a paper [Hau18] entitled“Dimension undäußeres Maß”or “Dimension

and Outer Measure”, which contained a brilliant insight. Hausdorff himself played down

the importance of this insight by referring to it as a “kleinen Beitrag” or “small contribu-

tion” on top of Carath́eodory’s measure theory, but as it turned out, his discoverybecame

the axle around which subsequent work in fractal geometry has revolved.

Hausdorff extended Carathéodory’sm-dimensional measure so that it is based on

summing the diameters of theEi sets to them-th power, i.e. using the following sum in

theCm definition:

∞
∑

i=1

diam(Ei)
m.

He then noticed that this not only worked well whenm is an integer, but also whenm

is any arbitrary real number. This small observation paved the way for the concept of

non-integral dimension.

As Hausdorff observed, using this more liberal notion of dimension, for every setE

there exists a unique critical value form where them-dimensional measure ofE leaps

between zero and infinity. This critical value is the Hausdorff dimension ofE. Moreover,

the measure of theE using this critical dimension value may be zero, finite or infinite.

It is worth noting here that Hausdorff dimension is sometimes referred to as Hausdorff-

Besicovitch dimension, owing to the early work that Abraham Samilovitch Besicovitch

contributed to the calculation of dimensions of fractal sets. For example, in [Bes35],



1.3 Hausdorff Measure and Dimension 22

[Bes34] and [BT54], Besicovitchet al compute the Hausdorff dimension of certain sub-

sets of the line.

Definition 1.3.1.Lets be a non-negative real number. Theδ-approximatives-dimensional

Hausdorff measureHs
δ of a setE ⊆ Rd is defined as follows:

Hs
δ(E) = inf

{ ∞
∑

i=1

diam(Ei)
s

∣

∣

∣

∣

∣

E ⊆
∞
⋃

i=1

Ei , diam(Ei) < δ

}

In a similar way to the Carathéodory measure, asδ decreases, the class of permissible

covers ofE gets smaller and theδ-approximative measure approaches a limit value which

we define as follows:

Definition 1.3.2. Thes-dimensional Hausdorff measure:

Hs(E) = lim
δ→0

Hs
δ(E)

= lim
δ→0

inf

{ ∞
∑

i=1

diam(Ei)
s

∣

∣

∣

∣

∣

E ⊆
∞
⋃

i=1

Ei , diam(Ei) < δ

}

Theorem 1.3.3.Hs is a measure on the Borelσ-algebra.

Proof. TakingMδ to be the family of Borel sets inRd with diameter less thanδ and

definingTδ(Mi) as diams(Mi) whereMi ∈ Mδ, then using Definitions 1.2.1 and 1.2.6,

Hs
δ is clearly the Method I outer measure associated with(Mδ, Tδ) andHs is its subse-

quent Method II outer measure. Theorem 1.2.7 states that allMethod II outer measures

are metric and hence, by Theorem 1.1.12, are measures on the Borel σ-algebra, soHs is

such a measure.

A key property of Hausdorff measure, and indeed a property that we shall be making

use of later on, is the scaling property.

Proposition 1.3.4. (Scaling Property of Hausdorff Measure)
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If F ⊂ Rd andλ > 0 then

Hs(λF ) = λsHs(F )

whereλF = {λx : x ∈ F}, i.e. the set F scaled by a factorλ.

Proof. This proof can be found in [Fal90].

Definition 1.3.5. We call a Borel set with finites-dimensional Hausdorff measure an

s-set.

1.3.2 Hausdorff Dimension

Given a setF and someδ < 1, and looking at the definition ofHs
δ where we take the

smallest sum of the diameters of covering sets to thes-th power, it is clear thatHs(F ) is

non-increasing ass increases. A more precise claim can be made when we analyse the

situation a little more closely. Lettingt > s and
⋃n

i=1 Ui be aδ-cover ofF , we have

n
∑

i=1

|Ui|t ≤ nδt = nδt−sδs ≤ δt−s

n
∑

i=1

|Ui|s.

Therefore by taking infima on both sides,Ht
δ(F ) ≤ δt−sHs

δ(F ). If we let δ → 0, Ht(F )

must be zero whenHs(F ) < ∞. We can see that as the value ofs increases,Hs(F ) tends

closer to a critical value where it jumps from∞ to 0. This critical value is the Hausdorff

dimension ofF . A formal definition follows.

Definition 1.3.6. The Hausdorff dimensiondimH of a non-empty setF is defined as

follows:

dimH F = inf {s | Hs(F ) = 0} = sup {s | Hs(F ) = ∞}
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so that

Hs(F ) =











∞ if s < dimH F

0 if s > dimH F.

Some properties of Hausdorff dimension follow. Justification for these properties may

be found in [Fal90].

(i) If F ⊂ Rd is open and non-empty, thendimH F = d.

(ii) If F is a continuously differentiablem-dimensional submanifold ofRd, for instance

a curve inR2 or a surface inR3, thendimH F = m.

(iii) If E ⊂ F , thendimH E ≤ dimH F .

(iv) If F1, F2, . . . is a countable sequence of sets, then

dimH

n
⋃

i=1

Fi = sup
1≤i<∞

{dimH Fi}.

(v) If F is countable, thendimH F = 0.

One serious disadvantage of the Hausdorff measure is that itcan be difficult to calcu-

late. We discuss techniques for accomplishing this in Section 1.5.

1.4 Box-Counting Dimension

Although we will not be making too much use of the Box-Counting dimension in

the sequel, it is certainly helpful when computing the Hausdorff dimension and given its

more practical usage relative to the Hausdorff dimension generally, it is certainly worth

discussing here. While the Hausdorff dimension focusessummingthe diameters of cov-

ering sets with diameter less thanδ, the box-counting dimension involvescountingthe
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smallest number of sets of diameter less thanδ that form a cover of the set being analysed.

Computationally, the box-counting dimension is convenientsince, as we shall see, it can

be determined by coverings of sets of equal size and in many cases, it can be estimated as

the gradient of a log-log graph plotted over a suitable rangeof δ.

On the other hand, it is not nearly as mathematically robust as the Hausdorff dimen-

sion, namely because it equates the dimension of a given setF to the dimension of its

closureF , the smallest closed subset ofRd which containsF . This means that it is pos-

sible for countable sets to have non-zero box counting dimension. For example, if we let

F = {p ∈ Q ∩ [0, 1]}, thenF = [0, 1] and therefore,dimBF = dimBF = 1.

1.4.1 Description

Definition 1.4.1. Let F be any non-empty bounded subset ofRd and letNδ(F ) be the

smallest number of sets of diameter at mostδ which can coverF . The lower andupper

box-counting dimensionsof F are

dimBF = lim
δ→0

log Nδ(F )

− log δ

and

dimBF = lim
δ→0

log Nδ(F )

− log δ

respectively. When these are equal, we refer to

dimB F = lim
δ→0

log Nδ(F )

− log δ
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as thebox-counting dimensionof F . As noted in [Fal90], in practice we may substitute

the above definition ofNδ(F ) for alternative definitions depending on the application

environment, including but not limited to, any of the following:

(i) the smallest number of closed balls of radiusδ that coverF ;

(ii) the smallest number of cubes of sideδ that coverF ;

(iii) the number ofδ-mesh cubes that intersectF ;

(iv) the smallest number of sets of diameter at mostδ that coverF ;

(v) the largest number of disjoint balls of radiusδ with centres inF .

The box counting dimension has been calculated for many of the fractal sets we see

in the literature today. The calculation usually involves using definitions (i), (ii) or (iv) of

Nδ(F ) to determinedimBF , then using definition (v) to finddimBF , and checking to see

whether these upper and lower bounds ofdimB F coincide.

1.4.2 Sample Calculation

We will demonstrate the box-counting dimension calculation for a classical simple

fractal called the middle-third Cantor set. The middle-third Cantor setC is constructed

by taking the unit intervalC0 ⊆ R2, removing the middle-third interval(1
3
, 2

3
) and labeling

the remainderC1, then removing the middle-third intervals(1
9
, 2

9
) and(7

9
, 8

9
) from the two

remaining intervals inC1 and labelling the subsequent remaining setC2, and so on ad

infinitum until we haveC =
⋂

k∈N Ck.

Proposition 1.4.2.LetC be the middle-third Cantor set constructed as described above.
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Then

dimB C = dimBC = dimBC =
log 2

log 3
.

Proof.

We start with the upper bound,dimBC:

“ ≤ ” Given Ck and0 < δ ≤ 1 such that3−k ≤ δ ≤ 3−k+1, we may coverCk with

intervals of length3−k so thatNδ(C) ≤ 2k.

Sinceδ ≥ 3−k, more3−k-covers are required to coverC thanδ-covers, so

log Nδ(C) ≤ log N3−k(C).

Also, sinceδ ≤ 3−k+1, − log δ ≤ log 3−k+1, so we get

log Nδ(C)

− log δ
≤ log N3−k(C)

− log 3−k+1

=
log 2k

log 3k−1

=
log 2k

log 3k + log 3k−1

3k

.

Taking limits we get

lim
δ→0

log Nδ(C)

− log δ
≤ lim

k→∞

log 2k

log 3k

=
log 2

log 3
.

“ ≥ ” Any interval of lengthδ < 3−k intersects at most one of the basic intervals at the

kth level of the construction ofC. There are2k such intervals at thekth level, so at
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least2k intervals of lengthδ are needed to coverC. Therefore

Nδ(C) ≥ 2k if δ < 3−k

so

dimBC = lim
δ→0

log Nδ(C)

− log δ
≥ lim

k→∞

log 2k

log 3k
=

log 2

log 3

follows in a similar way to the upper bound.

1.4.3 Comparison with Hausdorff Dimension

Box-counting dimension is very useful when studying the Hausdorff dimension be-

cause it provides quite a useful upper bound fordimH F . We shall discuss this usefulness

further in the next section, but for now we give the followingresult.

Proposition 1.4.3.LetF be a subset ofRd. If Hs(F ) ≥ 1 ands = dimH F , then

dimH F ≤ dimBF ≤ dimBF.

Proof. We can coverF with Nδ(F ) sets of diameterδ. Thus,

Hs
δ(F ) ≤ Nδ(F )δs.

As δ → 0, Nδ(F )δs ≥ 1 if δ is small enough. Taking logarithms of both sides we have

log Nδ(F ) + s log δ ≥ 0.
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Adjusting the inequality we get

s ≥ log Nδ(F )

− log δ

and taking the lower limit asδ → 0,

s ≥ lim
δ→0

log Nδ(F )

− log δ
.

Therefore,

dimH F ≤ dimBF ≤ dimBF.

With a little more work, it is possible to prove a stronger version of the above theorem

which says thatdimH F ≤ dimBF ≤ dimBF for all F ⊆ Rd regardless of the Hausdorff

measure ofF .

1.5 Techniques for Calculating Hausdorff Dimension

The main agenda of this dissertation is to discuss the calculation of the Hausdorff

measure for certain popular fractal sets. To accomplish this, we will need to know the

Hausdorff dimension of these sets and in this section, we illustrate how this can be calcu-

lated. As it happens, there is a convenient method for calculating the Hausdorff dimension

of the particular types of fractals we will be looking at, namely self-similar sets, and we

shall be examining this in the next chapter. For now we discuss a more general approach

for calculating the upper and lower bounds ofdimH F for someF ⊂ Rd.
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1.5.1 Upper Bounds

As was previously illustrated, the box counting dimension of a set usually forms a

good upper bound for its Hausdorff dimension. In the case of many fractal sets, it co-

incides conveniently with the lower bound when a good lower bound is found. Un-

fortunately, it is usually quite difficult to directly calculate a good lower bound for the

Hausdorff dimension of most fractals, even in the simplest cases.

1.5.2 Lower Bounds and the Mass Distribution Principle

Finding a lower bound for the Hausdorff dimension without the aid of some helpful

mathematical machinery is a troublesome task and one that often requires much rigorous

work. Thankfully, such mathematical machinery is available in the guise of themass

distribution principlewhich we shall discuss momentarily.

Definition 1.5.1. Given a measureµ on Rd, we refer to the smallest closed setX such

thatµ(Rd \ X) = 0 as thesupportof µ. We may also say thatµ is a measuresupported

on the setA if A contains the support ofµ.

Definition 1.5.2. We refer to a measureµ on a bounded subset ofRd as amass distribution

when0 < µ(Rd) < ∞. µ(A) may be thought of as themassof a setA.

A mass distribution is usually constructed by spreading a finite mass in some obvious

way over a setX. The way in which the mass is spread across the set usually depends

on the construction ofX itself. As an example of how a mass distribution might be used,

consider the middle-third Cantor setC described in Section 1.4.2. If we assign a mass of

say
√

2 to C0, we then divide that mass evenly between the sets inC1 so that each set gets

mass
√

2
2

. Each set inC2 is given 1
2

the mass of its parent set, i.e.
√

2
2.2

, and so on for each

level of the construction ofC. The total mass being distributed is the same at each level
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of the construction.

The mass distribution principle helps us by allowing us to restrict the various com-

ponent sets{Ui} of a covering set ofF so that noUi covers too much ofF relative to

its own size, measured as|Ui|s. This allows us to get an accurate estimate of the most

efficient covering set forF .

Theorem 1.5.3. (mass distribution principle)LetF ⊆ Rd. Let us assume that we have

a measureµ and two numbers,c > 0 andδ > 0, such that

1. µ(F ) > 0.

2. µ(U) ≤ c|U |s for all U ⊆ Rd with |U | < δ.

Then

Hs(F ) ≥ µ(F )

c
> 0.

In particular,

s ≤ dimH F ≤ dimBF ≤ dimBF.

Proof. This proof can be found in [Fal90], but it is quite straightforward so we repeat it

here for completeness. If{Ui} is anyδ-cover ofF then

0 < µ(F ) ≤ µ

(

⋃

i

Ui

)

≤
∑

i

µ(Ui) ≤ c
∑

i

|Ui|s.

Taking infima,Hs
δ(F ) ≥ µ(F )

c
and soHs(F ) ≥ µ(F )

c
asδ → 0.



Chapter 2

Iterated Function Systems and

Self-Similar Sets

2.1 Introduction

Many of the fractal sets discussed in the literature, and indeed the sets that we analyse

in the research component of this dissertation, areself-similar sets, that is sets that are

composed of smaller sets which are similar to the whole set.Iterated Function Systems

or IFSsare families of mappings which may be used to generate such fractal sets based

on their self-similar properties. Iterated Function Systems are extremely useful to us, not

only because they provide a simple way to describe many fractal sets, but also because

they are often instrumental in the calculation of both theirmeasure and dimension.

In this chapter we provide a formal definition for IFSs and state one of the key results

for them which will be used later when we calculate the Hausdorff measure of some

Sierpinski fractals. We then prove the analogue of this result for a special breed of iterated

function systems known as iterated function systems with condensation. We begin by

32
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discussing metric spaces.

2.2 Background Definitions and Theorems

2.2.1 Metric Spaces

Definition 2.2.1. A metric spaceis a pair(M,d) whereM is a set andd is a mapd :

M × M → R, such that

(i) d(x, y) ≥ 0

(ii) d(x, y) = 0 ⇔ x = y for all x, y ∈ M

(iii) d(x, y) = d(y, x) for all x, y ∈ M

(iv) d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ M (triangle inequality)

Definition 2.2.2. A sequence(xn)n in M is called aCauchy sequenceif for all ǫ > 0,

there exists some numberN such that for alln,m ≥ N , d(xn, xm) ≤ ǫ.

Theorem 2.2.3.(Cauchy criterion for convergence). A necessary and sufficient condition

for convergence of a sequence{xn} is that it be a Cauchy sequence.

Proof. A proof may be found in [Sut75] on pages 9-10.

As is clear from the above theorem, we may prove that a sequence in Rn converges

simply by proving that it is a Cauchy sequence, however, it is not in general true that all

Cauchy sequences in a metric space converge. For instance, ifa metric space is composed

of all rational numbers with the metricd(a, b) = |a − b|, then a Cauchy sequence in

that metric space may converge to an irrational number. So a Cauchy sequence in this



2.2 Background Definitions and Theorems 34

metric space of irrational numbers may not converge to a limit in that space. Since the

convergence of Cauchy sequences is important to us, we may proceed by defining a notion

of completenessas follows.

Definition 2.2.4. A metric space iscompleteif all Cauchy sequences in the metric space

converge.

2.2.2 Dynamical Systems and Banach’s Contraction Principle

The basic notion of a contraction mapping in a metric space asdefined next, forms the

basis for Banach’s contraction mapping theorem, an important theorem which is required

in the next section on iterated function systems.

Definition 2.2.5. Let D be a metric space inRn. A mappingS : D → D is called a

contraction mappingif there is a real number0 ≤ c < 1 such that

d(S(x), S(y)) ≤ c d(x, y)

for all x, y in D.

A contraction mapping is a specific type of a more general mapping known as aLip-

schitz mappingwhere the contraction ratioc may be greater than1. In the general case,

c ≥ 0 is referred to as theLipschitz constantof a given Lipschitz mappingS or Lip(S). In

the above definition,0 ≤ c < 1 may be referred to as thecontraction ratioof contraction

mappingS.

Definition 2.2.6. We call the mappingS : D → D in the above definition asimilarity

mappingif we have

d(S(x), S(y)) = c d(x, y)
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for all x, y in D.

The constantc may be referred to as asimilarity ratio in the above definition.

The development of Banach’s contraction theorem requires some concepts from dy-

namical systems theory. A dynamical system is a sequence whose terms are defined by

repeatedly applying a mapping to some initial point. If the sequence converges to some

pointw, thenw is called a fixed point of the system. The formal definitions for these two

concepts are as follows:

Definition 2.2.7. Let D be a subset ofRn and letf : D → D be a continuous mapping,

wherefk denotes thekth iterate off , i.e. f 0(x) = x, f 1(x) = f(x), f 2(x) = f(f(x))

and so on.
{

fk
}

is called adiscrete dynamical system.

Definition 2.2.8. Given a dynamical system
{

fk
}

in D ⊆ Rn, if fk(x) converges to a

pointw ∈ D wheref(w) = w, thenw is known as afixed pointof the dynamical system.

Now we may present Banach’s contraction mapping theorem. This tells us that if we

have a contraction mapping in a complete metric space, then there is a unique fixed point

associated with this mapping and a dynamical system constructed using this mapping will

converge to the fixed point no matter what initial pointx we choose.

Theorem 2.2.9.(Banach’s contraction mapping theorem) Let(M,d) be a complete met-

ric space. LetS : M → M be a contraction mapping. Then

1. S has a unique fixed pointp ∈ M , such thatS(p) = p.

2. Sk(x) → p ask → ∞ for all x ∈ M .

Proof. Let x1 ∈ M andxk+1 = S(xk), k ∈ Z+. Soxk+1 = Sk(x). We would like to

show that{xk} is a Cauchy sequence. It is clear that

d(x2, x3) = d(S(x2), S(x3)) ≤ cd(x2, x3)
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for some constant0 < c < 1 by definition of a contraction. This implies that

d(x3, x4) = d(S(x2), S(x3)) ≤ cd(x2, x3) ≤ c2d(x1, x2).

Thus,d(xk, xk+1) ≤ ck−1d(x1, x2) for k ∈ Z+.

Let m,n be any positive integers withm > n. By property (iii) of a metric space,

d(xn, xm) ≤ d(xn, xn+1) + d(xn+1, xn+2) + · · · + d(xm−1, xm).

By the previous inequality,

d(xn, xm) ≤ (cn−1 + cn + · · · + cm−2)d(x1, x2)

= cn−1(1 + k + · · · + km−n−1)d(x1, x2)

We have a geometric series on the right hand side, so

d(xn, xm) < cn−1

(

1

1 − c

)

d(x1, x2).

Fix ǫ > 0. Since0 < c < 1, the right hand side of the above equation converges to0 as

n → ∞, so there must exist a numberN large enough such that for alln > N ,

cn−1

(

1

1 − c

)

d(x1, x2) < ǫ.

This implies that there also exists anN large enough where for alln,m ≥ N we have

d(xn, xm) < cn−1

(

1

1 − c

)

d(x1, x2) ≤ ǫ,

thus showing that{xk} is a Cauchy sequence. We know thatS is continuous because for
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all x, y ∈ M , d(S(x), S(y)) ≤ cd(x, y). So if we takep to be the limit of{xk} , S(xk) →

S(p) ask → ∞. Sincexk+1 → p andxk+1 = S(xk), S(xk) → p, soS(p) = p.

To prove the uniqueness of the fixed point, leta, b ∈ M both be fixed points of

S. Thus,d(S(a), S(b)) ≤ cd(a, b). Since0 < c < 1 and d(S(a), S(b)) = d(a, b),

d(a, b) = 0, thusa = b.

2.3 Iterated Function Systems

2.3.1 Basic Definition

As was discussed at the beginning of this chapter, iterated function systems are very

important to us as they are indelibly linked to techniques used for calculating the Haus-

dorff measure of fractals which we will be discussing in subsequent chapters. They were

dissected in John E. Hutchinson’s seminal 1981 paper [Hut81] and further explored in the

book “Fractals Everywhere” by Michael F. Barnsley [Bar88] in 1988. Many of the results

contained in Hutchinson’s paper were also derived in an earlier work by P.A.P. Moran

entitledAdditive functions of intervals and Hausdorff measure[Mor46]. Here we provide

the basic definition of an iterated function system orIFS:

Definition 2.3.1. Let D be a closed subset ofRn. Let (S1, . . . , Sm) be contractions onD

such that

|Si(x) − Si(y)| ≤ ri|x − y|

for all x, y in D where theri are contraction ratios such that0 < ri < 1. The collection

of mappings{S1, . . . , Sm} is called aniterated function systemor IFS.
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There is a key result for iterated function systems that shows that IFSs have a unique

attractor or invariant set associated with them. Moreover,this result also shows that if

an IFS is applied to any non-empty compact subset of the spacethat it is acting on (usu-

ally D ⊂ Rn or Rn itself), then applied to the resulting set and this process is repeated

infinitely many times, the resultant set will be the invariant set associated with the IFS.

This remarkable result due to Hutchinson [Hut81], is a special case of Banach’s contrac-

tion mapping theorem, except that instead of having infinitely many iterations of asingle

contraction mapping acting on a point and converging to a fixed point, we have infinitely

many iterations of afamily of contractions acting on a set and converging to an invariant

set. The result is formalised as follows:

Theorem 2.3.2.LetD be a closed non-empty subset ofRn and let the family of contrac-

tions {S1, . . . , Sm} be an IFS acting onD. Let S denote the family of all non-empty,

compact subsets ofD.

(i) There exists a non-empty compact invariant setF ⊆ D, such that

F =
m
⋃

i=1

Si(F ).

(ii) If we defineS : S → S to beS(E) =
⋃m

i=1 Si(E) for E ∈ S and writeSk for the

kth iterate ofS so thatS0(E) = E andSk(E) = S(Sk−1(E)) for k ≥ 1, then

F =
∞
⋂

k=0

Sk(E)

for every setE ∈ S such thatSi(E) ⊂ E for all i.

There are two different well-known techniques for proving this result, one of which is

a set theoretical method, the the other of which relies on Banach’s contraction mapping

theorem and is perhaps a bit more elegant. Discussions may befound in [Fal90]. Neither
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method is explored here for regular IFSs, but there exists a special type of IFS which we

will be discussing next and for which we will prove the analogue of the above theorem

using the Banach contraction mapping theorem technique.

2.3.2 Iterated Function Systems with Condensation

During the course of his studies, the author took a particular interest in iterated func-

tion systems with condensation. These special types of IFS,which were introduced by

Barnsley in his book [Bar88], work by adding a non-empty, compact set called a “con-

densation set” to each level of the construction of a given IFS. In practice, this allows for

the invariant sets of two different IFSs to be mixed togetherin some way, thus expanding

the class of sets which may be produced using IFS techniques.An example of the con-

struction of an IFS with condensation may be seen in Figure 6.1.1. Further discussion

on different constructions of IFSs with condensation and onalgorithms used to gener-

ate figures of their respective invariant sets may be found ina book by Mario Peruggia,

“Discrete Iterated Function Systems” [Per93]. We provide aformal definition next:

Definition 2.3.3. Let D be a closed non-empty subset ofRn. LetS denote the family of

all non-empty, compact subsets ofD. Let (S1, . . . , Sm) be contractions onD such that

|Si(x) − Si(y)| ≤ ri|x − y|

for all x, y in D where theri are contraction ratios such that0 < ri < 1. Choose a

fixed, non-empty compact setC ∈ S and a mappingS0 : S → S, such thatS0(B) = C

for anyB ∈ S. The collection of mappings{S0, . . . , Sm} is called aniterated function

system with condensationor IFS with condensationwhereC is the associated condensa-

tion set.

In the following section we will prove the IFS with condensation analogue of Theorem
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2.3.2, a result we will be making use of in Chapter 6. As it turnsout, there is only a

minimal difference between this proof and the proof of Theorem 2.3.2.

2.3.3 Existence and Uniqueness of Invariant Sets for IFSs with Con-

densation

Theorem 2.3.4.Let D be a closed non-empty subset ofRn and letS denote the family

of all non-empty, compact subsets ofD. Let the family of mappings{S0, . . . , Sm} be an

IFS with condensation acting onD, whereC ∈ S is the associated condensation set with

S0(B) = C for all B ∈ S. Let{r1, . . . , rm} be the contraction ratios for the contractions

{S1, . . . , Sm}.

(i) There exists a non-empty compact invariant setF ⊆ D, such that

F =
m
⋃

i=0

Si(F ) = C ∪
(

m
⋃

i=1

Si(F )

)

.

(ii) If we defineS : S → S to beS(E) =
⋃m

i=0 Si(E) for E ∈ S and writeSk for the

kth iterate ofS so thatS0(E) = E andSk(E) = S(Sk−1(E)) for k ≥ 1, then

F =
∞
⋂

k=0

Sk(E)

for every setE ∈ S such thatSi(E) ⊂ E for all i.

We require the following definition and subsequent lemmas before proceeding with

the proof of Theorem 2.3.4:

Definition 2.3.5. We define theHausdorff metricor Hausdorff distancebetween two sets
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A andB as follows:

d(A,B) = max

{

sup
a∈A

inf
b∈B

|a − b|, sup
b∈B

inf
a∈A

|a − b|
}

= max {inf {δ : A ⊆ Bδ} , inf {δ : B ⊆ Aδ}}

= inf {δ : A ⊆ Bδ, B ⊆ Aδ}

where

Aδ = {x ∈ D : |x − a| ≤ δ for some setA wherea ∈ A}

and

Bδ = {x ∈ D : |x − a| ≤ δ for some setA wherea ∈ B}

i.e.Aδ andBδ areδ-neighbourhoods ofA andB respectively.

Lemma 2.3.6.Let{S1, . . . , Sm} be an IFS on some metric spaceD of Rn. LetA andB

be two non-empty compact subsets ofD. Then

d

(

m
⋃

i=1

Si(A),
m
⋃

i=1

Si(B)

)

≤ max
1≤i≤m

d (Si(A), Si(B)) .

Proof. It is sufficient to show that

d

(

m
⋃

i=1

Ai,

m
⋃

i=1

Bi

)

≤ max
1≤i≤m

d (Ai, Bi)

where{Ai}i and{Bi}i are collections of non-empty compact subsets ofD.

d

(

m
⋃

i=1

Ai,
m
⋃

i=1

Bi

)

= max

{

sup
a∈Sm

i=1
Ai

inf
b∈Sm

i=1
Bi

|a − b|, sup
b∈Sm

i=1
Bi

inf
a∈Sm

i=1
Ai

|a − b|
}

≤ max

{

sup
0≤i≤m

sup
a∈Ai

inf
b∈Bi

|a − b|, sup
0≤i≤m

sup
b∈Bi

inf
a∈Ai

|a − b|
}
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= sup
0≤i≤m

max

{

sup
a∈Ai

inf
b∈Bi

|a − b|, sup
b∈Bi

inf
a∈Ai

|a − b|
}

= sup
0≤i≤m

d(Ai, Bi).

Lemma 2.3.7. Let A andB be two non-empty compact subsets of a metric spaceD in

Rn and letf be a contraction mapping. Then

d (f(A), f(B)) ≤ Lip(f)d (A,B) .

Proof.

d (f(A), f(B)) = max

{

sup
a∈A

inf
b∈B

|f(a) − f(b)|, sup
b∈B

inf
a∈A

|f(a) − f(b)|
}

≤ max

{

sup
a∈A

inf
b∈B

Lip(f)|a − b|, sup
b∈B

inf
a∈A

Lip(f)|a − b|
}

= Lip(f) max

{

sup
a∈A

inf
b∈B

|a − b|, sup
b∈B

inf
a∈A

|a − b|
}

= Lip(f)d(A,B).

Lemma 2.3.8.Let S : Rn → Rn be a continuous function. Then ifE ⊆ Rn is compact,

its image underS, is also compact.

Proof. SinceE is compact, given any sequence{yi}∞i=1 ∈ E, there exists a convergent

subsequence{yj}∞j=1 such that

lim
j→0

yj = y ∈ E.
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Using the Heine definition of continuity, sinceS is continuous,

lim
j→∞

S(yj) = S(y) ∈ S(E).

Of course{S(yi)}∞i=1 ∈ S(E) and contains the subsequence{S(yj)}∞j=1, so S(E) is com-

pact.

We may now prove Theorem 2.3.4.

Proof. First we define a suitable metric space(S, d) for non-empty compact subsets of

D using the Hausdorff metricd between two such subsetsA andB which is defined as

follows:

It is easily seen thatd satisfies the three requirements of a metric and one can show

that (S, d) is a complete metric space, a proof of which may be found in [HS91] (pages

77-78). LetA,B ∈ S. Then using Lemmas 2.3.6 and 2.3.7, we have

d(S(A), S(B)) = d

(

m
⋃

i=0

Si(A),
m
⋃

i=0

Si(B)

)

≤ max
1≤i≤m

d(Si(A), Si(B))

≤
(

max
1≤i≤m

ri

)

d(A,B).

sinced(S0(A), S0(B)) = d(C,C) = 0 for all A,B ∈ S. Thus,S is a contraction on the

complete metric space(S, d). By Banach’s contraction mapping theorem, there exists a

unique fixed pointF ∈ S for S, i.e.

F = S(F ) =
m
⋃

i=0

Si(F ) = C ∪
(

m
⋃

i=1

Si(F )

)

.

This proves (i).
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SinceS is a contraction andSi(E) ⊆ E for all i, we have a decreasing sequence as

follows

E ⊇ S(E) ⊇ S2(E) ⊇ · · · ⊇
∞
⋂

k=0

Sk(E) (2.3.1)

for all E ∈ S. The second part of Banach’s contraction mapping theorem tells us that

Sk(E) → F ask → ∞. SinceSk(K) is a decreasing sequence of sets and the sequence

converges, then it must converge at the intersection of all the sets in the sequence, so

F =
∞
⋂

k=0

Sk(E).

This proves (ii).

In the sequel, sometimes it will be necessary for us to refer to sequences of mappings

from an IFS acting over other mappings from the IFS, so we proceed with the following

small definition to ease the notational burden.

Definition 2.3.9. Let {S1, . . . , Sm} be an IFS inRn. ThenSi1...ip = Si1 ◦ · · · ◦ Sip where

ij ∈ {1, . . . ,m} for all j.

2.4 Self-Similar Sets

2.4.1 Definition

We will now discuss a special type of invariant set called aself-similarset. As was

mentioned, many common fractals in the literature are self-similar sets. The Cantor set,

the Von Koch curve and the Sierpinski triangle are all examples of self-similar sets. These
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sets are constructed using mappings which do not alter the geometrical shape of sets they

are acting on. The mappings simply re-scale sets by some scaling factor0 < λ < 1. A

more general class of such sets calledself-affinesets are based on affine transformations

which contract with differing ratios in different directions. The fractals we analyse later

in this dissertation are self-similar, so we will not be discussing the self-affine class of

fractals here.

Hutchinson provides us with a formal definition for self-similar sets in [Hut81]:

Definition 2.4.1. Let D be a closed subset ofRn and let{S1, . . . , Sm} be an IFS onD.

Then we call a setK self-similarwith respect to{S1, . . . , Sm} if

(i) K is invariant with respect to{S1, . . . , Sm} and

(ii) Hs(K) > 0,Hs(Si(K) ∩ Sj(K)) = 0 for i 6= j, wheres = dimH K.

2.4.2 Dimensions of Self-Similar Sets

Calculating both the box-counting and the Hausdorff dimensions of self-similar sets

is made relatively easy thanks to a very useful theorem. Thistheorem tells us that if

we have a self-similar setF with similarity mappingsS1, . . . , Sm and contraction ratios

r1, . . . , rm, and if theSi(F ) ‘do not overlap too much’, thenF has equal box-counting

and Hausdorff dimensions. As well as that the theorem gives us an easy way to compute

this dimension value andF will have positive and finite Hausdorff measure, i.e.F will be

ans-set. We will not prove this theorem here, though we will be making use of it later on

so it is certainly worth noting. The proof requires a more concrete version of the ‘do not

overlap too much’ requirement, known as theopen set condition.

Definition 2.4.2. Given a self-similar setF based on similaritiesS1, . . . , Sm and respec-

tive contraction ratiosr1, . . . , rm, we say that theSi satisfy theopen set conditionif there
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exists a non-empty bounded open setV such that

m
⋃

i=1

Si(V ) ⊂ V

whereSi(V ) ∩ Sj(V ) = ∅ wheni 6= j.

Theorem 2.4.3.LetF be the self-similar set that results from the IFSS1, . . . , Sm and let

the open set condition hold for theSi. ThendimB F = dimH F = s, wheres is given by

m
∑

i=1

rs
i = 1.

Moreover,0 < Hs(F ) < ∞.

Proof. This proof may be found in [Fal90].



Chapter 3

Techniques for Calculating Hausdorff

Measure

3.1 Introduction

As outlined in [Fal86] and [ZF04], the Hausdorff measure of aset at the critical di-

mension is notoriously difficult to calculate. While the notion of Hausdorff measure is

convenient mathematically due to the fact that it is based onmeasure theory, finding gen-

eral methods for its calculation for a wide class of sets has proven to be elusive. In [ZF04],

on the problem of calculating the Hausdorff measure, Zhou and Feng reason that the dif-

ficulty is not one of “computational trickiness nor computational capacity, but a lack of

full understanding of the essence of the Hausdorff measure”. A number of authors have

attempted to calculate both the Hausdorff dimension and theHausdorff measure of var-

ious popular fractal sets. In the following two sections of this chapter, Sections 3.2 and

3.3, we discuss the important relationship between the local density of fractal sets and

Hausdorff measure, and in the last section, Section 3.4 we give a short review of attempts

47
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by various authors to calculate the Hausdorff dimension andmeasure of various sets.

3.2 Local Spherical Density and Hausdorff Measure

3.2.1 Discussion and Definitions

As is suggested in both [ZF04] and [AS99], the local density of a self-similar set

which satisfies the open set condition is closely related to its Hausdorff measure and the

main focus of this chapter is to mount a detailed investigation into this relationship. We

require the following definition for our discussion of density:

Definition 3.2.1. A property is said to holdalmost everywhereor for almost allx ∈ E

with respect to a measureµ if it holds for all x ∈ E except for a set ofµ-measure zero.

The local density of a setF at a pointx can be thought of as an estimate of the

level of concentration of points fromF in the neighbourhood ofx. One such estimate is

Lebesgue’s density. In order to formulate it, we need to knowabout Lebesgue measure:

Definition 3.2.2. If A = {(x1, . . . , xn) ∈ Rn : ai ≤ xi ≤ bi} is a ‘coordinate paral-

lelpiped’ and the n-dimensional volume ofA is given by

voln(A) = (b1 − a1)(b2 − a2) · · · (bn − an),

we may define then-dimensional Lebesgue measureLn to be

Ln(A) = inf

{ ∞
∑

i=1

voln(Ai) : A ⊂
∞
⋃

i=1

Ai

}

where the infimum is taken over all coverings ofA by coordinate parallelpipedsAi. Ln

may be shown to be a measure inRn.
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Now that we know what a Lebesgue measure looks like, we may formulate Lebesgue’s

density as follows:

Definition 3.2.3. We refer to

D(F, x) = lim
r→0

Ln(F ∩ Br(x))

Ln(Br(x))

as theLebesgue densityof a Borel setF in Rn if the limit exists.

A classical result known as Lebesgue’s Density Theorem gives us some insight into

when the limit does exist, as follows:

D(F, x) = 1 for Ln-almost allx ∈ F.

Unfortunately, this theorem is not so useful for fractal sets sinceLn(F ) = 0 if dim(F ) <

n, so the obvious approach in this situation is to reformulatedensity so that it uses a

measure which can cope with non-integral dimensions, i.e. the Hausdorff measure. For-

tunately, it is possible to reformulate density in such a wayand achieve positive results.

In the following definition recall that ans-setis a Borel set of Hausdorff dimensions with

positive finites-dimensional Hausdorff measure:

Definition 3.2.4. The lower and upper densitiesof an s-setF at a pointx ∈ Rn are

defined as

Ds(F, x) = lim
r→0

Hs(F ∩ Br(x))

(2r)s
and D

s
(F, x) = lim

r→0

Hs(F ∩ Br(x))

(2r)s

respectively.

Note: Hereafter, we may refer to the lower density aslower spherical densityand upper

density asupper spherical densityinterchangeably.
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Work on the local density of sets was championed by Besicovitch in the 1920’s and

30’s, resulting in the three seminal papers [Bes28], [Bes38] and [Bes39]. He formulated a

density boundedness theorem which directly relates Hausdorff measure to upper density

for sets with finites-dimensional Hausdorff measure, a result which we present here as

Theorem 3.2.6 in Section 3.2.3. The theorem says that given an s-setF in Rd, 2−s ≤

D
s
(F, x) ≤ 1 for Hs-almost allx ∈ F .

A key observation is that the uppers-dimensional density is not as useful with respect

to thes-dimensional Hausdorff measure as it could be. This is due tothe fact that the

uppers-dimensional density, as we have defined it above, bases its estimate of the den-

sity of a set at a pointx on strictly spherical sets, whereas the Hausdorff measure uses

a more liberal policy with its covering sets. For this reason, we introduce the uppers-

dimensional convex density in Section 3.3 which uses open convex sets instead of balls

for its estimates of local density and allows us to garner some very useful results with

respect to the Hausdorff measure. There is a variation on theusual Hausdorff measure

called thes-dimensional spherical Hausdorff measure which forms a more suitable ac-

companiment to thes-dimensional density. Some of the results involving convexdensity

and the usual Hausdorff measure have analogues for the spherical density and spheri-

cal Hausdorff measure definitions. For example, when uppers-dimensional spherical

density is reformulated to use spherical Hausdorff measure, the resultD
s
(F, x) = 1 for

Hs
S-almost allx in ans-setF ⊆ Rd may be acquired, where

Hs
S(E) = lim

δ→0
inf

{ ∞
∑

i=1

diam(Ei)
s

∣

∣

∣

∣

∣

E ⊆
∞
⋃

i=1

Ei , diam(Ei) < δ,Ei is a ball

}

.

Discussions may be found in [Mat95] and [Ols05].
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3.2.2 A Background Result

We require the following result in Section 3.2.3 for our discussion of Besicovitch’s

density boundedness result, Theorem 3.2.6.

Proposition 3.2.5.Letµ be a mass distribution onRn, let F ⊂ Rn be a Borel set and let

0 < c < ∞ be a constant.

(i) If lim
r→0

µ(Br(x))

rs
< c for all x ∈ F , then

Hs(F ) ≥ µ(F )

c
.

(ii) If lim
r→0

µ(Br(x))

rs
> c for all x ∈ F , then

Hs(F ) ≤ 2sµ(Rn)

c
.

Proof.

(i) Let

Fδ = {x ∈ F : µ(Br(x)) < c rs for all 0 < r ≤ δ}

for all δ > 0 and observe thatF =
⋃

δ∈Q+
Fδ. Let {Ui} be aδ-cover ofF . Then

Fδ ⊆ ⋃

i Ui. Also, for all Ui where there exists anx ∈ Ui such thatx ∈ Fδ, then

Ui ⊆ B|Ui|(x). By definition ofFδ µ(Ui) ≤ µ(B|Ui|(x)) < c|Ui|s so

µ(Fδ) ≤ µ

( ∞
⋃

i=1

{Ui : Ui ∩ Fδ 6= ∅}
)

(3.2.1)

≤
∞
∑

i=1

{µ(Ui) : Ui ∩ Fδ 6= ∅} (3.2.2)
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<
∞
∑

i=1

c|Ui|s. (3.2.3)

Since{Ui} is anyδ-cover ofF , we haveµ(Fδ) ≤ cHs
δ(F ). As Falconer points out

in [Fal90] (page 11), whenδ > 0 and we have Borel setsAδ that are increasing asδ

decreases, thenlimδ→0 µ(Aδ) = µ
(
⋃

δ>0 Aδ

)

, so

µ(F ) = µ





⋃

δ∈Q+

Fδ



 = lim
δ→0

µ(Fδ) ≤ lim
δ→0

cHs
δ(F ) = cHs(F ).

(ii) The proof of this is omitted but may be found in [Fal90].

3.2.3 Local Density Bounds

We now turn to the important theorem due to Besicovitch which relates the Hausdorff

measure ofs-sets to their local spherical density at certain points. The result states that

the spherical density of a givens-set lies within a certain rangeHs-almost everywhere.

In [Fal90], Falconer gives a shortened proof for the lower bound and states that the upper

bound “follows in essentially the same way”. We expand the proof for the lower bound

here and show that the upper bound does not in fact follow quite so easily. It is not

immediately obvious exactly how this result might be applied in calculating the Hausdorff

measure of fractal sets; this is a problem we look at in Section 3.3.4.

Theorem 3.2.6.Let F be ans-set inRn. Then2−s ≤ D
s
(F, x) ≤ 1 for Hs-almost all

x ∈ F .

Proof.

“ 2−s ≤ D
s
(F, x) ”
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Let n ∈ N. Putcn = 1 − 1
n
. Let µ(A) = Hs(F ∩ A). If

Fn =

{

x ∈ F : D
s
(F, x) = lim

r→0

Hs(F ∩ Br(x))

(2r)s
< 2−scn

}

then we would like to show thatlim
r→0

µ(Br(x))

rs
< cn for all x ∈ Fn. For allx ∈ Fn we

have

lim
r→0

µ(Br(x))

rs
= lim

r→0

Hs(F ∩ Br(x))

rs

= 2s lim
r→0

Hs(F ∩ Br(x))

(2r)s

< (2−scn).2s

= cn.

This is true for allx ∈ Fn, so by Proposition 3.2.5 (i) we have

Hs(Fn) ≥ µ(Fn)

cn

=
Hs(Fn)

cn

.

SinceF is ans-set, and thereforeFn is also ans-set, we know thatHs(Fn) is positive

and finite, socnHs(Fn) ≥ Hs(Fn) implies thatHs(Fn) = 0. We would like to show that

2−s ≤ D
s
(F, x) for Hs-almost allx ∈ F , in other words, we would like to show that

Hs
({

x ∈ F : 2−s > D
s
(F, x)

})

= 0. Clearly

{

x ∈ F : 2−s > D
s
(F, x)

}

=
∞
⋃

n=1

{

x ∈ F : 2−scn > D
s
(F, x)

}

=
∞
⋃

n=1

Fn

and obviously since these sets are equal, their Hausdorff measures coincide, so we have

Hs
({

x ∈ F : 2−s > D
s
(F, x)

})

= Hs

( ∞
⋃

n=1

Fn

)

≤
∞
∑

n=1

Hs(Fn)
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= 0.

ThusD
s
(F, x) ≥ 2−s holds for all points inF except for the set

{

x ∈ F : 2−s > D
s
(F, x)

}

of Hausdorff measure zero, i.e.D
s
(F, x) ≥ 2−s holds forHs-almost allx ∈ F .

“ D
s
(F, x) ≤ 1 ”

We will set about proving this inequality in a similar way to the above using Proposi-

tion 3.2.5 (ii) as described in [Fal90], but as we shall see, the proof breaks down.

Again, letn ∈ N and letµ(A) = Hs(F ∪ A). Putcn = 2s(1 + 1
n
).

We would like to show thatD
s
(F, x) ≤ 1 for all points in F except for a set of

Hs-measure zero, that isE =
{

x ∈ F : D
s
(F, x) > 1

}

andHs(E) = 0. Put

Fn =

{

x ∈ F : D
s
(F, x) = lim

r→0

Hs(F ∩ Br(x))

(2r)s
> 1 +

1

n

}

.

It suffices to show thatFn has zero-mass. For allx ∈ Fn we have

lim
r→0

µ(Br(x))

rs
= lim

r→0

Hs(F ∩ Br(x))

rs

= 2s lim
r→0

Hs(F ∩ Br(x))

(2r)s

> 2s

(

1 +
1

n

)

= cn.

Hence by Proposition 3.2.5 (ii),

Hs(Fn) ≤ 2sµ(Rn)

cn

=
2sHs(Rn ∩ E)

2s(1 + 1
n
)

=
Hs(E)

n+1
n
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=
n

n + 1
Hs(E).

The proof breaks down at this point. Had we hadHs(Fn) ≤ n
n+1

Hs(Fn), instead of

the above inequality, we could have shown thatHs(Fn) = 0, thus finishing the proof.

Unfortunately a more complicated method of provingD
s
(F, x) ≤ 1 must be resorted to.

This method is explored in [Fal86] and we will not be examining it here.

3.3 Local Convex Density and Hausdorff Measure

3.3.1 Discussion and Definitions

The type of density we present here is much more useful with regard to the Hausdorff

measure than regular spherical density. In Section 3.3.2 welook at a Theorem which is

analogous to Besicovitch’s Theorem 3.2.6 for spherical density. It is however, a more

precise result which helps gives rise to some more powerful results which we analyse is

Section 3.3.4.

First, we present the relevant definition:

Definition 3.3.1. Theupper convex densityof ans-setF at a pointx ∈ Rd is defined as

D
s

c(F, x) = lim
r→0

{

sup
Hs(F ∩ U)

|U |s
}

where the supremum is over all open convex setsU with x ∈ U and0 < |U | < r.

Later on in Section 3.3.3 we provide a new result, one of the implications of which is

that given somes-setE in Rd, D
s

c(E, x) ≤ 1 for all x. The key theorem in Section 3.3.2,

Theorem 3.3.11, says thatD
s

c(E, x) = 1 for Hs-almost allx ∈ E. As is pointed out in

[ZF04] by Zhou and Feng, an obvious consequence of this is that the set
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E0 = {x ∈ E | D
s

c(E, x) = 1} is measurable and thatHs(E0) = Hs(E). One question

that emerges is, under what conditions isE0 = E? In the same paper, Zhou and Feng,

provide an interesting discussion on upper convex density and pose some more interesting

questions. Two of these questions are:

(i) Given ans-setE, under what conditions is there a setV with x ∈ V such that

D
s

c(E, x) =
Hs(E ∩ V )

|V |s ?

(ii) If such a setV exists, how does one determine its geometric shape or form?

Such questions have been tackled in the literature by various authors, e.g. [Mar86, Mar87,

AS99], for a number of different fractal sets. We discuss this and related matters further

in Sections 3.3.4 and 3.4.

We require the notion of a Vitali class and Vitali’s coveringtheorem to prove a result

in Section 3.3.2:

Definition 3.3.2. A collection of setsV is called aVitali class for F if for eachx ∈ F

andδ > 0 there existsU ∈ V with x ∈ U and0 < |U | ≤ δ.

Theorem 3.3.3. (Vitali’s covering theorem)

(a) LetF be anHs-measurable subset ofRd and letV be a Vitali class of closed sets for

F . Then we may select a (finite or countable) disjoint sequenceUi fromV such that

either

∑

|Ui|s = ∞ or Hs

(

E \
⋃

i

Ui

)

= 0.

(b) If Hs(F ) < ∞, then, givenǫ > 0, we may also require that

Hs(F ) ≤
∑

i

|Ui|s + ǫ.
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Proof. Vitali’s covering theorem is a well known result and its proof may be found in

[Fal86].

3.3.2 Key Results for Local Convex Density

Theorem 3.3.5 below, the convex density analog to Theorem 3.2.6, becomes particu-

larly important in Section 3.3.4 where we use it to prove Theorem 3.3.11.

Theorem 3.3.4.If F is ans-set inRn, thenD
s

c(F, x) = 0 for Hs-almost allx /∈ F .

Proof. The proof of this is omitted, but may be found in [Fal86].

Theorem 3.3.5.If F is ans-set inRd, thenD
s

c(F, x) = 1 at Hs-almost allx ∈ F .

Proof.

“ ≥ ” Fix α < 1 andp > 0. Let

E =

{

x ∈ F :
Hs(F ∩ U)

|U |s < α for all convexU with x ∈ U and|U | ≤ p

}

For anyǫ > 0 we may find ap-cover ofE by convex setsUi such that
∑

i |Ui|s <

Hs(E) + ǫ. Hence, assuming eachUi contains some point ofE,

Hs(E) ≤
∑

i

Hs(E ∩ Ui)

≤
∑

i

Hs(F ∩ Ui)

< α
∑

i

|Ui|s

< α(Hs(E) + ǫ)

Sinceα < 1 and this holds for allǫ > 0, Hs(E) = 0. We can chooseE for any
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p > 0, so

D
s

c(F, x) ≥ Hs(F ∩ U)

|U |s ≥ α

for Hs-almost allx ∈ F . This is true for allα < 1, soD
s

c(F, x) ≥ 1 for Hs-almost

all x ∈ F .

“ ≤ ” This inequality is a bit more difficult and requires Vitali’scovering theorem (The-

orem 3.3.3).

We want to prove thatD
s

c(F, x) ≤ 1 almost everywhere.

Let E1 = {x ∈ F : D
s

c(F, x) > 1}. If we can show that this set has Hausdorff

measure zero, then we will have shown thatD
s

c(F, x) ≤ 1 holds forHs-almost all

x ∈ F . To do this, first we letα > 1 be given and define another set as follows:

Eα = {x ∈ F : D
s

c(F, x) > α}. It is sufficient to show thatHs(Eα) = 0 for all

α > 1. To see why this is so we let

E1+ 1

n
=

{

x ∈ F : D
s

c(F, x) > 1 +
1

n

}

.

SinceD
s

c(F, x) > 1 + 1
n

> 1 + 1
n+1

, E1+ 1

n
sits insideE1+ 1

n+1

. Therefore we have

an increasing sequence of sets as follows:E1+ 1

n
⊆ E1+ 1

n+1

⊆ · · · ⊆ E1. Clearly

the union of all these sets is equal toE1, so we have

Hs(E1) ≤
∞
∑

n=1

Hs(E1+ 1

n
).

If Hs(E1+ 1

n
) = 0 for all n, thenHs(E1) = 0. Thus if we can show thatHs(Eα) = 0

for all α > 1, we will have shown thatHs(E1) = 0 as required.

Let E0 be a subset ofEα as follows:E0 =
{

x ∈ Eα : D
s

c(F \ Eα, x) = 0
}

.

According to Theorem 3.3.4,Hs
({

x ∈ Eα : D
s

c(R
d \ Eα, x) 6= 0

})

= 0.
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But sinceF \ Eα ⊆ Rd \ Eα,

Eα \ E0 =
{

x ∈ Eα : D
s

c(F \ Eα, x) 6= 0
}

⊆
{

x ∈ Eα : D
s

c(R
d \ Eα, x) 6= 0

}

.

This implies that

Hs (Eα \ E0) ≤ Hs
({

x ∈ Eα : D
s

c(R
d \ Eα, x) 6= 0

})

= 0. (3.3.1)

Let U be some convex set. Since(Eα ∩ U) ∪ ((F \ Eα) ∩ U) = F ∩ U , by the

countable additivity property of the Hausdorff measure, wehave

Hs(F ∩ U)

|U |s =
Hs(Eα ∩ U)

|U |s +
Hs((F \ Eα) ∩ U)

|U |s

≤ sup
V

Hs(Eα ∩ V )

|V |s + sup
W

Hs((F \ Eα) ∩ W )

|W |s

where the suprema are taken over all convex setsV,W . This holds for all such

convex setsUE, so taking supremum over such sets, we get

sup
U

Hs(F ∩ U)

|U |s ≤ sup
V

Hs(Eα ∩ V )

|V |s + sup
W

Hs((F \ Eα) ∩ W )

|W |s .

Then if we restrict the diameter of the sets such that0 < |U |, |V |, |W | < r. and

take upper limits asr → 0, we get

D
s

c(F, x) ≤ D
s

c(Eα, x) + D
s

c(F \ Eα, x)
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for all x ∈ F . SinceE0 ⊆ F , if we restrict our attention to thex ∈ E0, the above

equation also holds. But sinceD
s

c(F \ Eα, x) = 0 and D
s

c(F, x) > α for all

x ∈ E0, we haveD
s

c(Eα, x) ≥ D
s

c(F, x) > α.

We define a family of setsV as

V =

{

U : U is closed and convex and
Hs(Eα ∩ U)

|U |s > α

}

Let y ∈ E0 andδ > 0. Then

α < D
s

c(Eα, y)

= lim
r→0

{

sup
U

Hs(Eα ∩ U)

|U |s
∣

∣

∣

∣

U is open convex with0 < |U | < r andy ∈ U

}

,

which means that there must exist anr < δ such that

sup

{

sup
U

Hs(Eα ∩ U)

|U |s
∣

∣

∣

∣

U is open convex with0 < |U | < r andy ∈ U

}

> α.

Therefore, for ally ∈ E0 andδ > 0, there exists some setV such thaty ∈ V and

0 < |V | < δ, whose closureV is a member ofV, makingV a Vitali class forE0.

SinceE0 ⊆ Eα ⊆ F andF is an s-set, by part (b) of Theorem 3.3.3 (Vitali’s

covering theorem) we may, givenǫ > 0, find a disjoint sequence of sets{Vi}i in V

with Hs(E0) ≤
∑

i

|Vi|s + ǫ.

Equation (3.3.1) tells us thatHs(Eα \E0) = 0, soHs(Eα) = Hs(E0). Thus, using

the definition ofV, we have

Hs(Eα) = Hs(E0)

≤
∑

i

|Vi|s + ǫ
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<
1

α

∑

i

Hs(Eα ∩ Vi) + ǫ

=
1

α
Hs

(

⋃

i

(Eα ∩ Vi)

)

(3.3.2)

≤ 1

α
Hs(Eα) + ǫ. (3.3.3)

We get Equation (3.3.2) using the countable additive property of the Hausdorff

measure by noting that theVi sets are disjoint. The union of the disjointVi sets

intersected withEα is clearly a subset ofEα, so Equation (3.3.3) holds by the

second property of measure. This holds for anyǫ > 0, soHs(Eα) = 0 if α > 1 as

required.

3.3.3 A New Upper Convex Density Result for Self-Similar Sets

Here we give a proof for a new result which gives an upper boundfor the upper

convex density of a self-similar set over all pointsx. Zhou gave a proof for a version of

this theorem which worked under certain conditions in his 1998 paper on the calculation

of the Hausdorff measure of the Koch curve [Zho98]. The result is proved in a more

general setting here. A number of lemmas are required and areprovided after the proof.

Once again, we use this result later on in the proof of Theorem3.3.11 in Section 3.3.4.

Theorem 3.3.6. (new result)If K is a self-similar set satisfying the open set condition

with similarity mappings{S1, . . . Sn} and associated contraction ratios{ri, . . . , rn}, and

s = dimH(K), then

Hs(K ∩ U) ≤ |U |s
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for all Borel U . This also implies thatD
s

c(K,x) ≤ 1 for all x.

Proof. We will prove by contradiction. Let us assume that there exists a Borel setU such

that

Hs(K ∩ U) > |U |s.

Chooseη > 0 such that

(1 − η)Hs(K ∩ U) > |U |s.

Fix δ > 0 and choosek such that|Sj(U)| < δ for all |j| = k. Let

A =





⋃

|j|=k

Sj(U) ∩ K



 andB =



K \
⋃

|j|=k

Sj(U)



 .

ClearlyK ⊆ A ∪ B.

Let λ = 1
2
ηHs(A). Choose aδ-cover(Vi)i of B so that

∑

i

|Vi|s ≤ Hs
δ(B) + λ.

Then(Sj)|j|=k ∪ (Vi)i forms aδ-cover ofK. So, using the scaling property of Hausdorff

measure (Proposition 1.3.4) and the definition of a similarity (Definition 2.2.6) in a similar

way to Lemma 3.3.8, we derive the following:

Hs
δ(K) ≤

∑

|j|=k

|Sj(U)|s +
∑

i

|Vi|s

≤
∑

|j|=k

rs
j |U |s + Hs

δ(B) + λ
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<
∑

|j|=k

rs
j (1 − η)Hs(K ∩ U) + Hs

δ(B) + λ

= (1 − η)
∑

|j|=k

rs
j Hs(K ∩ U) + Hs

δ(B) + λ

= (1 − η)
∑

|j|=k

Hs(Sj(K ∩ U)) + Hs
δ(B) + λ.

Below we combine Lemma 3.3.9 and 1.1.13 to get Equation (3.3.4). We then employ

Proposition 3.3.7 for Inequality (3.3.5) and Lemma 3.3.8 for Inequality (3.3.6), to achieve

our result.

Hs
δ(K) ≤ (1 − η)

∑

|j|=k

Hs(Sj(K ∩ U)) + Hs
δ(B) + λ

= (1 − η)Hs





⋃

|j|=k

Sj(K ∩ U)



+ Hs
δ(B) + λ (3.3.4)

≤ (1 − η)Hs





⋃

|j|=k

Sj(U) ∩ K



+ Hs
δ(B) + λ (3.3.5)

= (1 − η)Hs(A) + Hs
δ(B) + λ

= Hs(A) + Hs
δ(B) − ηHs(A) +

1

2
ηHs(A)

= Hs(A) + Hs
δ(B) − 1

2
ηHs(A)

≤ Hs(A) + Hs
δ(B) − 1

2
η

|U |s
1 − η

. (3.3.6)

Finally, lettingδ → 0 gives

Hs(K) ≤ Hs(K) − 1

2
η

|U |s
1 − η

which is a contradiction.
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The next proposition and the three lemmas that follow are required for the proof of

Theorem 3.3.6 above.

Proposition 3.3.7. If K is a self-similar set satisfying the open set condition and de-

scribed by similarity mappings{S1, . . . Sn}, then given some setU we have

Sj(K ∩ U) ⊆ K ∩ Sj(U).

Proof. BecauseK is self-similar,Sj(K∩U) ⊆ K. ObviouslyK∩U ⊆ U , so applyingSj

to both sides, we have thatSj(K ∩U) ⊆ Sj(U). ThereforeSj(K ∩U) ⊆ K ∩Sj(U).

Lemma 3.3.8.LetK be a self-similar set satisfying the open set condition with similarity

mappings{S1, . . . , Sn} and associated ratios{ri, . . . , rn}. LetU be a Borel set. Choose

η > 0 such that(1 − η)Hs(K ∩ U) > |U |s. Let δ > 0 and choosek such that|Sj| < δ

for all |j| = k. Then

Hs





⋃

|j|=k

Sj(U ∩ K)



 ≥ |U |s
1 − η

.

Proof. We have

Hs





⋃

|j|=k

Sj(U ∩ K)



 =
∑

|j|=k

Hs(Sj(U ∩ K)).

Letting A ⊆ Rd andαA = {α x : x ∈ A} for α > 0, by the scaling property for the

Hausdorff measure (Proposition 1.3.4) and the definition ofa similarity (Definition 2.2.6),

we haveHs(Si(A)) = Hs(riA) = rs
iHs(A).

This works for any setA, so it will work for Si1(A), Si2(A), Si3(A) and so on. So for

some stringj, applying this repeatedly and making use of the binomial theorem, we have

∑

|j|=k

Hs(Sj(U ∩ K)) =
∑

|j|=k

rj Hs(U ∩ K)
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≥





∑

|j|=k

rj





|U |s
1 − η

=

(

n
∑

i=1

rs
i

)k

|U |s
1 − η

=
|U |s
1 − η

.

Lemma 3.3.9.LetK be a self-similar set satisfying the open set condition with similarity

mappings{S1, . . . , Sn} and associated ratios{ri, . . . , rn}. LetU be a Borel set. Then

Hs (Si(K ∩ U) ∩ Sj(K ∩ U)) = 0 for i 6= j and|i| = |j|.

Proof. First of all we note the following: clearlyK ∩ U ⊆ K which implies that

Si(K ∩ U) ⊆ Si(K) for any stringi. By the second property of measure we know that

Hs(Si(K ∩ U)) ≤ Hs(Si(K)), so it is sufficient to prove that

Hs (Si(K) ∩ Sj(K)) = 0 for i 6= j and|i| = |j|,

sinceHs (Si(K ∩ U) ∩ Sj(K ∩ U)) ≤ Hs (Si(K) ∩ Sj(K)) .

Let i = i1 . . . in and j = j1 . . . jn be two strings of length|i| = |j| = n and let

i1 . . . ik−1 = j1 . . . jk−1 such that thekth term in each string is the first term whereik 6= jk.

Then

Hs (Si(K) ∩ Sj(K))

= Hs
(

Si1 · · ·Sik−1
SikSik+1

· · ·Sin(K) ∩ Sj1 · · ·Sjk−1
Sjk

Sjk+1
· · ·Sjn

(K)
)

= Hs
(

Si1 · · ·Sik−1

(

SikSik+1
· · ·Sin(K) ∩ Sjk

Sjk+1
· · ·Sjn

(K)
))

= rs
i1
rs
i2
· · · rs

ik−1
Hs
(

SikSik+1
· · ·Sin(K) ∩ Sjk

Sjk+1
· · ·Sjn

(K)
)

(3.3.7)

≤ rs
i1
rs
i2
· · · rs

ik−1
Hs(Sik(K) ∩ Sjk

(K)) (3.3.8)



3.3 Local Convex Density and Hausdorff Measure 66

= 0. (3.3.9)

We get Equation (3.3.7) using the scaling property of Hausdorff measure (Proposition

1.3.4). Equation (3.3.8) is clear sinceSik+1
· · ·Sin(K) ⊆ Sik(K) andSjk+1

· · ·Sjn
(K) ⊆

Sjk
(K). Finally, Equation (3.3.9) is due to a result by Hutchinson in [Hut81] which says

that if the open set condition holds,Hs(Si(K) ∩ Sj(K)) = 0 for i 6= j.

3.3.4 Further Convex Density Theorems for Self-Similar Sets

In this section we prove three important results related to the convex density of self-

similar sets. The most important of these, Theorem 3.3.13, forms a link between the

Hausdorff measure and a density formulation which is based on a self-similar measure.

Self-similar measures are the measure analogue of self-similar sets and hence are quite

convenient to work with. Such a result brings us a step closerto using density results

to help calculate the Hausdorff measure of certain sets. Firstly, we define the density

formulation as follows:

Definition 3.3.10. Let µ be a measure on some set. We define anupper convexs-

dimensional density with respect toµ at a pointx as follows:

d
s

c(µ, x) = lim
r→0

{

sup
µ(U)

|U |s
}

where the supremum is taken over all open convex setsU where0 < |U | < r andx ∈ U .

Theorem 3.3.13 says that if we have a self-similar setK which satisfies the open set

condition and a self-similar measureλ onK, then

Hs(K) =
1

supx d
s

c(λ, x)
.

In Section 3.4, we review a case in the literature, [AS99], where the supremum in the
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above equation has been estimated for Cantor-like sets.

Expanding this notion further, in [ZF00] Zhouet alprove that given ans-setE ⊆ Rd,

there exists a sequence{Un}n of Borel sets inRd such that

1

Hs(E)
≤ lim

n→∞
Hs(E ∩ Un)

Hs(E) |Un|s
.

In order for this limit process to be useful, one needs to findUn such thatcnHs(E∩Un) =

Hs(E), wherecn is a constant. As Zhou et al remark, though this result provides a way

to calculate the upper bounds of the Hausdorff measure of self-similar sets satisfying the

open set condition, in general it is difficult to construct such suitableUn. Though we will

not be discussing this particular result further, we will now proceed and explore the other

results we have mentioned above in more detail.

Theorem 3.3.11.If K is a self-similar set satisfying the open set condition ands =

dimH K, then

supx D
s

c(K,x) = 1.

Proof. We start with the upper bound:

“ ≤ ” This follows directly from Theorem 3.3.6.

“ ≥ ” We know from Theorem 3.3.5 thatD
s

c(K,x) = 1 for Hs-almost allx. There-

fore lettingA = {x ∈ K : D
s

c(K,x) 6= 1}, Hs(A) = 0. Owing to a result by

Hutchinson, we then have the following:

Hs(K \ A) = Hs(K) > 0.

Of course ifK \A has non-zeroHs-measure, then it is non-empty. Therefore, there
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must exist somey ∈ K \ A such that

sup
x

D
s

c(K,x) ≥ D
s

c(K, y) = 1.

Theorem 3.3.12.If K is a self-similar set satisfying the open set condition ands =

dimH(K), then

sup
U open, convex

U∩K 6=∅

Hs(K ∩ U)

|U |s = 1.

Proof.

“ ≤ ” This follows directly from Theorem 3.3.6.

“ ≥ ” We know from the proof of Theorem 3.3.11 that there must existsomey ∈ {x ∈

K : D
s

c(K,x) = 1} such that

D
s

c(K, y) = lim
r→0



















sup
U open, convex

y∈U
0<|U |<r

Hs(K ∩ U)

|U |s



















= 1.

Therefore givenǫ > 0, there must also exist somer > 0 so that

sup
U open, convex

U∩K 6=∅

Hs(K ∩ U)

|U |s ≥

sup
U open, convex

y∈U
0<|U |<r

Hs(K ∩ U)

|U |s ≥ 1 − ǫ.
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This is true for allǫ > 0, so we have

sup
U is open and convex

U∩K 6=∅

Hs(K ∩ U)

|U |s ≥ 1.

Theorem 3.3.13.LetK be a self-similar set satisfying the open set condition, let(S1, . . . , Sn)

be its associated similarity mappings and letri be the Lipschitz ratio ofSi. Letλ be the

self-similar measure satisfying

λ(A) =
m
∑

i=1

rs
i λ(S−1

i (A))

for any measurable setA. Then

Hs(K) =
1

supx d
s

c(λ, x)
.

Proof. Note that by Hutchinson [Hut81]

λ(A) =
Hs(K ∩ A)

Hs(K)
,

hence using Theorem 3.3.11 we have the following inequalityfor all x:

sup
x

d
s

c(λ, x) = sup
x

lim
r→0



















sup
U open, convex

x∈U
0<|U |<r

λ(U)

|U |s



















= sup
x

lim
r→0



















sup
U open, convex

x∈U
0<|U |<r

Hs(K ∩ U)

Hs(K)|U |s


















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=
1

Hs(K)
sup

x

lim
r→0



















sup
U open, convex

x∈U
0<|U |<r

Hs(K ∩ U)

|U |s



















=
1

Hs(K)
sup

x

D
s

c(K,x)

=
1

Hs(K)
.

Hence

Hs(K) =
1

supx d
s

c(λ, x)
.

3.4 Calculating Hausdorff Measure of Fractal Sets: A

History of the Problem

3.4.1 Hausdorff Measure of Cantor-like Sets

In [Bae94] and [Bae98], Soo Baek analysed the Hausdorff dimension of certain gen-

eralised Cantor sets. Sandra Meinershagen subsequently worked on finding the Hausdorff

measure of these same sets in [Mei02]. To describe the type ofCantor set discussed in

[Bae94] we letI∅ = [0, 1], then obtain the left subintervalIσ,1 and the right subinter-

val Iσ,2 by deleting a middle open subinterval ofIσ inductively for eachσ ∈ {1, 2}n,

wheren = 0, 1, 2, · · · . The setF =
∞
⋂

n=0

⋃

σ∈{1,2}n

Iσ is called aperturbed Cantor setwhen

the lengths of each interval at then-th level of the construction may differ from level to

level, but theIσ,i sets share the same length whenσ ∈ {1, 2}n andi = 1, 2. In [Bae98],

this construction is generalised so that the length of theIσ,i intervals, and consequently
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the contraction ratios used to generate those intervals, may vary arbitrarily. This type of

construction is referred to as aderanged Cantor set.

Baek makes use of a notion of dimension particular to such Cantor sets when achiev-

ing the results in [Bae94]. Using the perturbed Cantor set construction described in the

previous paragraph,an+1 = |Iσ,1|
|Iσ | is the contraction ratio used to get theIσ,1 intervals at

the n-th level whenσ ∈ {1, 2}n and bn+1 = |Iσ,2|
|Iσ | is the contraction ratio for theIσ,2

intervals. Given a perturbed Cantor setF , we let

hs(F ) = lim
n→∞

n
∏

k=1

(as
k + bs

k)

qs(F ) = lim
n→∞

n
∏

k=1

(as
k + bs

k).

We then define thelower and upper Cantor dimensionsof F to be

dimCF = sup{s > 0 | hs(F ) = ∞} and

dimCF = sup{s > 0 | qs(F ) = ∞}

respectively. Baek proves that dimCF = dimHF for all perturbed Cantor setsF in

[Bae94]. In [Mei02], Meinershagen shows that the Hausdorff measure ofF is actually

equal to the covering measurehs onF at the critical dimension. [Bae98] sees Baek inves-

tigate the Hausdorff measure of a certain weakly convergentderanged Cantor set which

satisfies a condition that all the sequences of the solutionsof some power equations re-

lated to the contraction ratios in its construction converge to some number. Baek shows

that this number is in fact the Hausdorff measure of the set.

Elizabeth Ayer and Robert Strichartz discuss the exact Hausdorff measure and inter-

vals of maximum density for certain types of Cantor sets in their 1999 paper [AS99]. The

type of Cantor sets they work with are the attractors (invariant sets) of IFSs made up of
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contractions on[0, 1] of the formSj(x) = pjx + bj wherej = 1, . . . ,m. They assume a

slight variation of the open set condition for their calculations: there exists an open inter-

val I such thatSj(I) ⊆ I and the imagesSj(I) are disjoint. Given an IFS(S1, . . . , Sm)

with invariant setK of the type described, given a self-similar measureµ on K which

satisfiesµ =
m
∑

j=1

pα
j µ ◦ S−1

j and assuming the modified version of the open set condition,

Ayer and Strichartz work with the variation on the result in Theorem 3.3.13:

1

Hα(K)
= sup

{

µ(J)

|J |α
∣

∣

∣

∣

J ⊆ [0, 1]

}

. (3.4.1)

They say that an IFS satisfies thefiniteness propertyif the above supremum is attained

for some intervalSj1Sj2 . . . Sjn
([0, 1]) for somen. They then go on to show that the

finiteness property holds in many cases under certain conditions, in particular ifp1 =

pm or more generally, iflog p1 and log pm are commensurable numbers, i.e. iflog p1

log pm
is

rational. When the finiteness property holds, they also provide an estimate of the size of

n in Sj1Sj2 . . . Sjn
([0, 1]). When the finiteness property does not hold, they demonstrate

how to obtain a sequence of intervals with lengths approaching zero whose densities

approximate the supremum in Equation (3.4.1) from below.

A couple of the results provided in [AS99] had already been proven by Jacques Mar-

ion in [Mar86].

Further studies of the Hausdorff measure of Cantor sets exist, including Soon-Mo

Jung’s 1999 paper, [Jun99]. Using a combinatorial method, Jung estimates the Hausdorff

measures of various self-similar sets, including uniform Cantor sets.
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3.4.2 Hausdorff Measure of Non-Trivial Fractals

Numerous papers have been written on the calculation of Hausdorff measure for more

complicated sets. One of the first of these papers, [Mar87] byMarion, gave an estimate

of the upper bound of the Hausdorff measure of aSierpinski gasket. To construct this

Sierpinski gasket, we start with an equilateral triangle△ABC with sides of length 1 and

call it S0. Joining the midpoints of the sides ofS0, we remove the open inverted equilateral

triangle that is formed and call the remaining setS1. We join the midpoints of each of the

three triangles inS1 in a similar way, remove the three open inverted equilateraltriangles

that are formed as a result and call the remaining setS2. Repeating this process, we

obtainS0 ⊃ S1 ⊃ S2 ⊃ · · · ⊃ Sn ⊃ · · · . The non-empty setS =
⋂

n≥0

Sn is called the

Sierpinski gasket. Marion estimated thatHs(S) ≤ (1
6
)3s ≈ 0.90508 whens = dimHS

and speculated that this was the actual Hausdorff measure ofthe gasket at the critical

dimension. In his 1997 paper [Zho97b], a Chinese scientist named Zuoling Zhou, some

of whose work we will be analysing in detail in the sequel, found a better upper bound

for Hs(S) that disproved Marion’s conjecture. In a subsequent paper,[Zho97a], Zhou

improved this estimate further so thatHs(S) ≤ (25
22

)(6
7
)s ≈ 0.8900 and in [ZF00] Zhou

and Feng improved the estimate still further until they arrived atHs(S) ≤ 0.83078799.

Following that, in 2002, Zhouet al [JZZ02] derived a lower bound for the Hausdorff

measure ofS, Hs(S) ≥ 0.5.

Work has also been done on calculating the Hausdorff measureof a Koch curveat

the critical dimension. To construct a general Koch curve, we take a line segment in

R2, divide it into 3 segments, then draw a triangle which uses the middle segment as a

base. We then draw smaller triangles on each side of the remaining set in a similar way.

Repeating this process infinitely many times, we derive a Kochcurve,K. Marion [Mar87]

conjectured that whenK is constructed in a particular way,s = dimHK, Hs(K) =
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2s−2 ≈ 0.5995. Further progress on Koch curves was made in [Zho98] and [ZZ01].

Later on in Chapter 4 we analyse and improve upon the work of Zhou and Wu [ZW99]

on the calculation of the Hausdorff measure of a Sierpinski carpet inR2.



Chapter 4

The Hausdorff Measure of a Sierpinski

Carpet in R2

4.1 Introduction

In this chapter, we develop a method for calculating the Hausdorff measure of a Sier-

pinski carpet based on a Zhou and Wu’s calculation in [ZW99], but using an alternative

geometrical technique. As shall be seen in the succeeding chapter, the method can be

extended naturally to a three-dimensional setting where the Hausdorff measure of a Sier-

pinski sponge can be calculated. The Sierpinski carpet which we deal with here is the

same set as the one described in [ZW99], for which the authors calculated a Hausdorff

measure of
√

2. Using the alternative method of calculation we present here, we arrive

at the same conclusion. We compute the Hausdorff measure of this set by calculating

the Hausdorff measure of its one-dimensional projection onto a line and relating this to a

mass distribution over the original set. While the skeleton of the proof remains the same

as that of Zhou and Wu, we have reduced the number of lemmas andtheorems required

75
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from six to three and have replaced much of the numerical machinery used to get one of

the key results with a more intuitive geometrical concept.

It should be noted that although the set described here may not share the aesthetic

qualities of our intuitive notion of a ‘carpet’ and there arecertainly more worthy candi-

dates, the construction of the set is consistent with the classical definition of a Sierpinski

carpet, so we retain the title here for consistency. For the same reasons, the Sierpin-

ski ‘sponge’ we deal with in the subsequent chapter retains its name, even though it is

probably best described as a rather sparse sandbox.

4.2 Notation and Set-up

We proceed by describing the Sierpinski carpet whose Hausdorff measure we wish

to calculate. The reader should refer to Figure 4.2.1 while reading the following, as it

illustrates the structure and labelling of the first two levels of the construction of the

carpet.

Take a unit square inR2 that shares a vertex with the origin and that has two of its

sides lying on the positivex-axis and positivey-axis respectively. Label this squareC∅.

We may divide each side ofC∅ into four identical segments of sidelength1
4

to obtain42

non-intersecting squares of equal size inC∅. Removing those squares that do not share

a vertex withC∅, we are left with four remaining squares which we labelC1, C21
, C22

andC3. Specifically,C1 is the square that has the origin as one of its vertices,C3 is the

square that has(1, 1) as one of its vertices andC21
andC22

are the two remaining squares,

named arbitrarily. This is the first level of the construction of the Sierpinski carpet. It shall

become clear later on why we are using the strange subscripts. For the second level of

the construction, we subdivide each of the squaresC1, C21
, C22

andC3 into 16 smaller
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C21 C4

C1 C22

C11

C121

C122

C14

C211
C2122

C2121
C214

C41

C421

C422

C44

C221

C2221

C2222

C224

F11

F12

F13
F21

F22

F23

F31
F32

F33

C∅

Figure 4.2.1: In this illustration, we show the unit squareC∅ superimposed upon the
first and second levels of the construction of the SierpinskicarpetC whose Hausdorff
measure we are computing. The projection of the second level of the construction onto
one of the main diagonals of the carpet is also shown. This projection is required for our
calculations.

squares of sidelength1
42 or 1

4
the sidelength of their parent squares, then remove those

squares that do not share a vertex with the parent squareCi in each case. To illustrate

the labelling of these remaining squares, we take the secondlevel squares contained in an

arbitrary square from the first level,C1 say, and label themC11, C121
, C122

andC13 in the

obvious way withC11 closest to the origin,C13 closest to(1, 1) and of the remaining two

squares,C121
closest toC21

andC122
closest toC22

. If we repeat this procedure infinitely

many times we derive a Sierpinski carpet which we labelC. It is clear that at thenth level

of the construction we have4n squares of sidelength1
4n and we refer to these squares as

thebasic squaresof thenth level. To refer to a specific basic square at thenth level, we
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use the notationCj1···jn
. We use the following notation to refer to all of the basic squares

at thenth level:

Cn =
⋃

|j|=n

Cj.

Thus, clearly

C =
∞
⋂

n=1

Cn.

We select the diagonal between(0, 0) and(1, 1) to act as a main diagonal and label it

F∅. This diagonal will become the focal point for much of the proof later on, specifically

in Lemmas 4.5.2 and 4.5.3, but it should be noted that the calculations would work just as

well for any of the other diagonals. We shall identify the main diagonal with the interval

[0,
√

2] in the obvious way for the purposes of our calculations. We must also define a

mappingπ : C∅ → F∅ to be the orthogonal projection fromR2 ontoF∅. Let the mappings

S1, S2, S3 : F∅ → F∅ be as follows:

S1(x) =
1

4
x

S2(x) =
1

4
x +

(

1

4
+

1

8

)√
2

S3(x) =
1

4
x +

3

4

√
2

Let F1 = S1(F∅), F2 = S2(F∅) and F3 = S3(F∅). We extend this notation so that

Fi1···in = Si1···in(F∅), e.g.Fi1i2 = Si1i2(F∅) = Si1(Si2(F∅)). It is easily seen that at the

first level of the construction ofC, C1 maps toF1, C21
maps toF2, C22

maps toF2 and
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C3 maps toF3 underπ-projection. E.g.

π(C1) =

[

0,

√
2

4

]

= S1

([

0,
√

2
])

= S1(F∅) = F1.

Extending this idea, it is clear by inspection that given aCj1···jn
, Fi1···in is equivalent to

π(Cj1···jn
), the projection ofCj1···jn

onto the main diagonal, whereik = 1 if jk = 1, ik = 2

if jk = 21 or jk = 22 andik = 3 if jk = 3. Given anFi1···in, we use the following notation

to refer to the collection of basic squares at thenth level that intersectπ−1(Fi1···in), the

pre-image ofFi1···in:

⋃

|j|=n

Cj∩π−1(Fi1··· in ) 6=∅

Cj =
⋃























Cj1···jn

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

jk = 1 if ik = 1,

jk = 21, 22 if ik = 2,

jk = 3 if ik = 3.























It can be shown that there exists a measureµ onC which acts as a mass distribution,

distributing the mass
√

2 overC as follows:

µ(Cj1···jn
) =

1

4n

√
2.

We have clearly definedµ for all of theCj1···jn
which are Borel subsets ofR2, however,

proving thatµ is indeed a measure onall Borel sets inR2 is a much more involved task,

one which we shall not be tackling here. Similarly, it can be shown that there exists a

measurem supported onF such that

m(Fi1···in+1
) = pi1 · · · pin

√
2
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wherepik = 1
4

whenik = 1, 3 andpik = 1
2

whenik = 2. In particular,

m(Fi1···in+1
) =

1

4
m(Fi1···in) whenin+1 = 1, 3

m(Fi1···in+1
) =

1

2
m(Fi1···in) whenin+1 = 2.

We illustrate how the measurem may be constructed by dividing a mass of
√

2 over

F1, F2 andF3 so that they get mass
√

2
4

,
√

2
2

and
√

2
4

respectively. Then the mass of each of

theFi1 is divided in a similar way amongst theFi1i2 such that, given anFi1 , Fi11 andF113

get 1
4

of its mass andFi12 gets1
2

of its mass. We repeat this procedure for eachFi1···in and

its given mass, so that eachFi1···in+1
receives either1

4
or 1

2
of that mass as appropriate.

Let v be a vertex ofC∅. A triangle is formed when we intersectC∅ with a line which

is a distancex from v along the diagonal ofC that runs throughv and perpendicular to

that diagonal. We refer to this triangle as△x.

4.3 Main Result

Theorem 4.3.1.H1(C) =
√

2.

This result shall be proved in Section 4.6, but we require a number of other results

first.

4.4 The Hausdorff Dimension of the Carpet

Proposition 4.4.1.dimH C = 1.

Proof. C is clearly a self-similar set under the four similarities{R1, R2, R3, R4} with
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contraction ratios1
4

which mapC∅ onto the four basic squares of the first level of the

construction. TakingC◦
∅ as the interior ofC∅, the open set condition holds since

4
⋃

i=1

Ri(C
◦
∅) ⊂ C◦

∅

Then by Theorem 2.4.3,

s = dimH C = dimB C = 1,

the solution of
∑4

1(
1
4
)s = 1.

4.5 Supportive Theorem and Lemmas

Theorem 4.5.1.LetK be a self-similar set constructed using an IFS with similarity map-

pings(R1, . . . , Rn) and associated contraction ratios(c1, . . . , cn). Let s be the unique

real number such that

n
∑

i=1

cs
i = 1.

Then

Hs(K) ≤ diam(K)s.

In particular, dimH(K) ≤ s.

Proof. Let Ki1···in = Ri1···in(K) and letri1···in = ci1ci2 · · · cin. Note that

diam(Ki1···in) = diam(Ri1···in(K)) ≤ ci1 · · · cindiam(K) = ri1···indiam(K).
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We know that

K =
n
⋃

i=1

Ki =
n
⋃

i=1

Ri(K)

and applying this repeatedly we have

K =
⋃

|i|=n

Ki.

Clearly this union provides a cover ofK. Fixing δ > 0, we may then choosen large

enough such that

diam(Ki1···in) ≤ ri1···indiam(K)

≤ cn
maxdiam(K)

≤ δ.

⋃

|i|=n Ki forms aδ-cover ofK, hence

Hs
δ(K) ≤

∑

|i|=n

diam(Ki)
s

=
∑

|i|=n

ridiam(K)s

= (
∑

i1

cs
i1
) · · · (

∑

in

cs
in

)diam(K)s

= (1)(1) · · · (1)diam(K)s

= diam(K)s.

HenceHs(K) ≤ diam(K)s.

Lemma 4.5.2.m(B) = µ(π−1(B)) for all B ⊆ F∅, B are Borel sets.
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Proof. We prove this using the Carathéodory Uniqueness Theorem (Theorem 1.1.15).

Firstly, let

In = {Fi1··· in | n ∈ N, i1, . . . , in = 1, . . . , 3}

and let

An = {I1 ∪ · · · ∪ Im | m ∈ N, Ii ∈ In} .

Also letI =
⋃

n

In andA =

{

n
⋃

i=1

Ii

∣

∣

∣

∣

∣

Ii ∈ I
}

.

Firstly we show that

m(A) = µ(π−1(A)) for all A ∈ An (4.5.1)

To prove this , it is sufficient to show that

m(I) = µ(π−1(I)) for I ∈ In. (4.5.2)

This is true since bothm andµ ◦π−1 are measures with the countable additivity property.

For example, ifA = I1∪I2∪I3, whereIi ∈ In, thenm(A) =
∑3

1 m(Ii) andµ(π−1(A)) =
∑3

1 µ(π−1(Ii)) by countable additivity. To prove the result, we use an inductive process.

First, we can easily see that statement (4.5.2) is true whenn = 0:

m(F∅) =
√

2

= µ(π−1(F∅) ∩ C∅)

= µ(π−1(F∅)) . . . becauseC∅ has the only mass that lies inπ−1(F∅).

Next we assume that the statement is true for somen ≥ 0 and prove it forn + 1. Thus
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we want to show thatm(Fi1··· in+1
) = µ(π−1(Fi1··· in+1

)) for all n ∈ N whereik = 1, 2, 3.

This naturally breaks down into two distinct cases where eitherin+1 = 1, 3 or in+1 = 2.

Case 1:in+1 = 1, 3

Whenin+1 = 1 or in+1 = 3 we have the following:

µ(π−1(Fi1··· in+1
)) = µ











⋃

|j|=n+1
Cj ∩π−1(Fi1··· in+1

) 6= ∅

Cj











(4.5.3)

=
∑

|j|=n+1
Cj ∩π−1(Fi1··· in+1

) 6= ∅

µ(Cj) (4.5.4)

=
1

4

∑

|j|=n

Cj ∩π−1(Fi1··· in ) 6= ∅

µ(Cj) (4.5.5)

=
1

4
µ











⋃

|j|=n

Cj ∩π−1(Fi1··· in ) 6= ∅

Cj











(4.5.6)

We get (4.5.3) by using the fact that theCj1···jn+1
squares that intersect the pre-image of

Fi1··· in+1
are the only objects with anyµ-mass that lie the pre-image ofFi1··· in+1

. The

countable additivity property of theµ measure allows us to sum the masses of the indi-

vidual squares in (4.5.4). There is only oneCj1···jn+1
square in eachCj1···jn

square and it

has1
4

of the mass of its parent square so we get (4.5.5). We use the countable additivity

property of theµ-measure once again to derive (4.5.6). Next we look at them-measure

of Fi1··· in+1
:

m(Fi1··· in+1
) =

1

4
m(Fii···in) (4.5.7)
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=
1

4
µ(π−1(Fii···in)) (4.5.8)

=
1

4
µ











⋃

|j|=n

Cj ∩π−1(Fi1··· in ) 6= ∅

Cj











(4.5.9)

= µ(π−1(Fi1··· in+1
)) (4.5.10)

When in+1 = 1, 4, (4.5.7) follows by definition. (4.5.8) comes from our inductive as-

sumption. Since theCj1···jn
that intersect the pre-image ofFi1··· in squares are the only

objects that carry any mass in the pre-image ofFi1··· in, we get (4.5.9). (4.5.10) follows

directly from (4.5.6).

Case 2:in+1 = 2

Whenin+1 = 2, we have:

µ(π−1(Fi1··· in+1
)) = µ











⋃

|j|=n+1
Cj ∩π−1(Fi1··· in+1

) 6= ∅

Cj











(4.5.11)

=
∑

|j|=n+1
Cj ∩π−1(Fi1··· in+1

) 6= ∅

µ(Cj) (4.5.12)

=
2

4

∑

|j|=n

Cj ∩π−1(Fi1··· in ) 6= ∅

µ(Cj) (4.5.13)

=
1

2
µ











⋃

|j|=n

Cj ∩π−1(Fi1··· in ) 6= ∅

Cj











(4.5.14)

We get (4.5.11) because theCj1···jn+1
squares are the only objects with anyµ-mass that lie

the pre-image ofFi1··· in+1
. The countable additivity property of theµ measure allows us
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to sum the masses of the individual squares in (4.5.12). There are twoCj1···jn+1
squares in

eachCj1···jn
square, each with equal mass which is1

4
of the mass of their parent square,

so we get (4.5.13). Once again, countable additivity gets us(4.5.14). Looking at the

m-measure ofFi1··· in+1
whenin+1 = 2 we have:

m(Fi1··· in+1
) =

1

2
m(Fii···in) (4.5.15)

=
1

2
µ(π−1(Fii···in)) (4.5.16)

=
1

2
µ











⋃

|j|=n

Cj ∩π−1(Fi1··· in ) 6= ∅

Cj











(4.5.17)

= µ(π−1(Fi1··· in+1
)) (4.5.18)

When in+1 = 2, (4.5.15) comes from our definition ofm. (4.5.16) follows from the

inductive assumption. Since theCj1···jn
squares are the only objects that carry any mass

in the pre-image ofFi1··· in, we get (4.5.17). (4.5.18) follows directly from (4.5.14).

This proves (4.5.1). Thus, we also have

m(A) = µ(π−1(A)) for all A ∈ A

which, according to Carathéodory’s Uniqueness Theorem (Theorem 1.1.15), shows that

m(B) = µ(π−1(B)) for all B ∈ σ(A). (4.5.19)

Lemma 4.5.3.f(x) = m([0, x]) ≥ 4
7
x for all x ∈ [0,

√
2 ].

Proof. A graph off(x) = m([0, x]) can be seen in Figure 4.5.1. We prove this result by
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dividing into four distinct cases. The last case is slightlymore difficult to prove than the

first three cases:

√
2

√
2

x

f(x)

√
2

4 √
2

4
+

√
2

8
+

√
2

16

√
2

4
+

√
2

8
+

√
2

4

y = 4x
7

Figure 4.5.1: A graph off(x) = m([0, x]) and the liney = 4
7
x whenx ∈ [0,

√
2]. The

intervals used in each of the cases in the proof of Lemma 4.5.3are also shown.

Case 1:x ∈
[√

2
4

+
√

2
8

+
√

2
4

,
√

2
]

We have:

f(x) ≥ f

(√
2

4
+

√
2

8
+

√
2

4

)

(4.5.20)

= f(
3
√

2

4
−

√
2

8
)

= f(
3
√

2

4
)
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=
3
√

2

4

≥ 4

7
x.

We get (4.5.20) by noting thatf is a monotonic increasing function.

Case 2:x ∈
[√

2
4

+
√

2
8

+
√

2
16

,
√

2
4

+
√

2
8

+
√

2
4

]

We have:

f(x) ≥ f

(√
2

4
+

√
2

8
+

√
2

16

)

(4.5.21)

=
7
√

2

16
=

7
2

√
2

8
(4.5.22)

>
4

7

(√
2

4
+

√
2

8
+

√
2

4

)

=
4

7

(

5
√

2

8

)

=
20
7

√
2

8
(4.5.23)

≥ 4

7
x.

As in the previous case, we get (4.5.21) becausef is monotonic increasing.

Case 3:x ∈
[√

2
4

,
√

2
4

+
√

2
8

+
√

2
16

]

We have:

f(x) ≥ f

(√
2

4

)

(4.5.24)

=

√
2

4

=
√

2

(

4

7
.
7

16

)
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=
4

7

(√
2

4
+

√
2

8
+

√
2

16

)

≥ 4

7
x.

As in the previous two cases, we get (4.5.24) becausef is monotonic increasing.

Case 4:x ∈
[

0,
√

2
4

]

Note that
[

0,
√

2
4

]

=
⋃

n Sn
1

([√
2

4
,
√

2
])

. We would like to show that

f(x) ≥ 1

4
x whenx ∈ Sn

1

([√
2

4
,
√

2
])

for all n ≥ 1.

We do this forn = 1, then prove by induction. First we show thatf in the interval[0,
√

2
4

]

is anS1 re-scaling off in the interval[0,
√

2]. Recall thatS1(x) = 1
4
x andS−1

1 (x) = 4x

and note thatf(
√

2
4

) =
√

2
4

. We want to show thatf(x) = S1(f(4x)) or thatf(x) =

1
4
f(4x) for all x ∈ [0,

√
2

4
]. Lettingx ∈ [0,

√
2

4
] we have:

f(x) = m([0, x])

=
4
∑

i=1

pi m(S−1
i ([0, x]))

= p1 m(S−1
1 ([0, x])) (4.5.25)

=
1

4
m([0, 4x])

=
1

4
f(4x).

Equation (4.5.25) comes as a direct result ofS1 being the only map that maps to the

interval [0,
√

2
4

]. Clearly the line4
7
x in the interval[0,

√
2] rescales to4

7
x in [0,

√
2

4
] under
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S1 because for allx ∈ [0,
√

2
4

],

4

7
x = S1(

4
7
.4x)

=
1

4
.
4

7
.4x.

So f(x) ≥ 4
7
x holds for allx ∈ S1([

√
2

4
,
√

2]) = [
√

2
16

,
√

2
4

]. We can now show that the

inequalityf(x) ≥ 4
7
x is also valid in the interval[0,

√
2

16
] by starting the induction. We

assume thatf(x) ≥ 4
7
x for all x ∈ Sn

1 ([
√

2
4

,
√

2]) for somen ≥ 1 and prove it forn + 1.

So we assume that

f(x) ≥ 4

7
x for all x ∈ S n

1

([√
2

4
,
√

2
])

and aim to prove that

f(x) ≥ 4

7
x for all x ∈ S n+1

1

([√
2

4
,
√

2
])

.

Let x ∈ S n+1
1 ([

√
2

4
,
√

2]). We have

f(x) = m([0, x])

=
4
∑

i=1

pi m(S−1
i ([0, x]))

= p1 m(S−1
1 ([0, x]))

=
1

4
m([0, S−1

1 (x)])

=
1

4
f(S−1

1 (x)). (4.5.26)
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SinceS−1
1 (x) ∈ S n

1 ([
√

2
4

,
√

2]) and our inductive assumption states thatf(x) ≥ 4
7
x for all

x ∈ S n
1 ([

√
2

4
,
√

2]), using (4.5.26) we conclude:

f(x) =
1

4
f(S−1

1 (x))

≥ 1

4
.
4

7
S−1

1 (x)

=
1

4
.
4

7
. 4x

=
4

7
x.

We have shown that

f(x) ≥ 4
7
x for all x ∈

[

0,
√

2
4

]

∪
[√

2
4

,
√

2
4

+
√

2
8

+
√

2
16

]

∪
[√

2
4

+
√

2
8

+
√

2
16

,
√

2
4

+
√

2
8

+
√

2
4

]

∪
[√

2
4

+
√

2
8

+
√

2
4

,
√

2
]

thus completing the proof.

Proposition 4.5.4.µ(△x) ≥ 4
7
x

Proof. We can easily prove this using Lemma 4.5.2 and Lemma 4.5.3. Given a△x,

µ(△x) = µ(π−1([0, x]))

where[0, x] ⊆ F . Using the two lemmas, we have

µ(π−1([0, x])) = m([0, x]) ≥ 4

7
x
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4.6 Proof of Main Result: Calculation of the Hausdorff

Measure

Recall our main result, Theorem 4.3.1:H1(C) =
√

2. The proof is as follows:

Proof. We start the proof with the upper boundH1(C) ≤
√

2:

“ ≤ ” This follows from Theorem 4.5.1.

“ ≥ ” According to the mass distribution principle, ifµ(V ) ≤ |V | for all measurable sets

V , thenH1(C) ≥ µ(C).

Given a measurable setV , we proceed to show thatµ(V ) ≤ |V | by dividing the

problem into three distinct cases:

Case 1:V intersects exactly 2Cj basic squares at the first level.

Case 1.1:The 2Cj lie on one of the diagonals ofC∅.

Let Ca andCb be the two basic squares ofC∅ lying on the diagonal. We have:

µ(V ) ≤ µ(Ca) + µ(Cb) (4.6.1)

=

√
2

2
(4.6.2)

= d(Ca, Cb) (4.6.3)

≤ |V | (4.6.4)

We get Equation (4.6.1) becauseCa andCb are the only basic squares thatV in-

tersects, thus the sum of their masses is the maximum massV can attain. To get
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Ca

Cb

V

Figure 4.6.1: A setV intersects 2Cj squares on one of the diagonals ofC∅ at the first
level of the construction of Sierpinski carpetC. This is Case 1.1
of the proof of Theorem 4.3.1.

Equation (4.6.2), we divide the total mass ofC by two, since we have summed

the masses of two of the fourCj basic squares at the first level. This is of course

equivalent to the distance betweenCa andCb using the Hausdorff metric, since

d(Ca, Cb) =
√

2− 2(
√

2
4

), and so we have Equation (4.6.3). Finally, this distance is

smaller than the diameter ofV , sinceCa andCb intersectV .

Case 1.2:The twoCj basic squares lie on one of the sides ofC∅.

Let Ca andCb be the two basic squares which lie on that side ofC∅. Without

loss of generality, we assume that this side ofC∅ is parallel to thex-axis. Let

α = inf {x : (x, y) ∈ V ∩ (Ca ∪ Cb)}

β = sup {x : (x, y) ∈ V ∩ (Ca ∪ Cb)}

Let Rα denote the rectangle formed by the linesx = α, x = 1
4
, y = 0 andy = 1

4
.

Let Rβ denote the rectangle formed by the linesx = 3
4
, x = β, y = 0 andy = 1

4
.
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Ca Cb

V

x = α x = β

Rα
Rβ

Figure 4.6.2: Case 1.2:V intersects 2Cj squares on one of the sides ofC∅ at the first
level of the construction ofC. Also shown are rectanglesRα andRβ.

When0 ≤ α ≤ 1
16

, we have

µ(Rα) ≤ µ(Ca) =

√
2

4
(4.6.5)

sinceRα ⊆ Ca.

When 1
16

≤ α ≤ 1
4
, we have

µ(Rα) ≤ µ(Ca)

2
=

√
2

8
(4.6.6)

sinceRα can intersect at most two basic squares ofCa.

When 3
4
≤ β ≤ 3

4
+ 1

16
, we have

µ(Rβ) ≤ µ(Cb)

2
=

√
2

8
(4.6.7)

sinceRβ can intersect at most two basic squares ofCb.
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When 3
4

+ 1
16

≤ β ≤ 1 we have

µ(Rβ) ≤ µ(Cb) =

√
2

4
. (4.6.8)

Clearlyµ(V ) ≤ µ(Rα)+µ(Rβ). Therefore, by the above results, we can show that

µ(V ) ≤ |V | in the following cases:

When0 ≤ α ≤ 1
16

, 3
4
≤ β ≤ 3

4
+ 1

16
, using Equations (4.6.5) and (4.6.7) to get

Equation (4.6.9), we have

µ ≤ µ(Rα) + µ(Rβ) ≤
√

2

4
+

√
2

8
= 2

√
2

8
+

√
2

8
(4.6.9)

=
3
√

2

8
=

6
√

2

16
≤ 3

4
− 1

16

≤ β − α

≤ |V |.

When0 ≤ α ≤ 1
16

, 1
16

+ 3
4
≤ β ≤ 1, using Equations (4.6.5) and (4.6.8) to get

Equation (4.6.10), we have

µ(V ) ≤ µ(Rα) + µ(Rβ) ≤
√

2

4
+

√
2

4
(4.6.10)

=
8
√

2

16
≤ 1

16
+

3

4
− 1

16

≤ β − α

≤ |V |.

When 1
16

≤ α ≤ 1
4
, 3

4
≤ β ≤ 3

4
+ 1

16
, using Equations (4.6.6) and (4.6.7) to get

Equation (4.6.11) we have

µ(V ) ≤ µ(Rα) + µ(Rβ) ≤
√

2

8
+

√
2

8
(4.6.11)
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=

√
2

4
≤ 3

4
− 1

4

≤ β − α

≤ |V |.

When 1
16

≤ α ≤ 1
4
, 1

16
+ 3

4
≤ β ≤ 1, using Equations (4.6.6) and (4.6.8) to get

Equation (4.6.12) we have

µ(V ) ≤ µ(Rα) + µ(Rβ) ≤
√

2

8
+

√
2

4
(4.6.12)

=
6
√

2

16
≤ 1

16
+

3

4
− 1

4

≤ β − α

≤ |V |.

This proves thatµ(V ) ≤ |V | for all possible cases whereV intersectsCa andCb.

Case 2:V intersects 3 or 4 of theCj basic squares at the first level.

Case 2.1:V intersects exactly 4Cj basic squares at the first level.

We draw linesG1, G2, G3 andG4 through the vertex of each basic square ofC∅

that lies in the interior ofC∅, i.e. C◦
∅ . Without loss of generality, we will assume that

G1 is drawn through the inner vertex of of the basic square that also has a vertex at

the origin.G2, G3 andG4 are drawn through the inner vertices of the basic squares

that have vertices at(1, 0), (1, 1) and(0, 1) respectively in a similar way.G1 and

G3 should both be perpendicular to bothG2 andG4.

We also draw linesA1, A2, A3 andA4 parallel respectively toG1, G2, G3 andG4,

and obtain a rectangle that containsV ∩ C∅ and of which, each side intersects

V ∩ C∅. This construction is illustrated in Figure 4.6.3.

Let

g1 = d(G1, A1), a1 = d((0, 0), A1),
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G1

A1

G3

A3

A4

G4

G2

A2

a1 = 0

V

g1

a4

g4

g3

a3

g2

a2

Figure 4.6.3: Case 2.1:V intersects 4Cj squares at the first level of the construc-
tion of C. It is possible for some ofV to lie outside ofC∅ as is illustrated. The
proof for this case requires the linesA1, A2, A3, A4, G1, G2, G3, G4 and the distances
a1, a2, a3, a4, g1, g2, g3, g4.

g2 = d(G2, A2), a2 = d((1, 0), A2),

g3 = d(G3, A3), a3 = d((1, 1), A3),

g4 = d(G4, A4), a4 = d((0, 1), A4).

We have

a1 + g1 = a2 + g2 = a3 + g3 = a4 + g4 =

√
2

4
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and

|V | ≥
√

2

2
+ g1 + g3,

|V | ≥
√

2

2
+ g2 + g4.

Hence

2|V | ≥
√

2

2
+

√
2

2
+ g1 + g2 + g3 + g4

|V | ≥
√

2

2
+

1

2
(g1 + g2 + g3 + g4)

=

√
2

2
+

1

2

(√
2 − (a1 + a2 + a3 + a4)

)

(4.6.13)

=
√

2 − 1

2
(a1 + a2 + a3 + a4). (4.6.14)

We get Equation (4.6.13) by noting that

(g1 + g2 + g3 + g4) + (a1 + a2 + a3 + a4) = 4(

√
2

4
) =

√
2.

By Proposition 4.5.4 and using Equation (4.6.14), we have

µ(V ) ≤
√

2 − (µ(△a1) + µ(△a2) + µ(△a3) + µ(△a4))

≤
√

2 − 4

7
(a1 + a2 + a3 + a4)

≤ |V |.

Case 2.2:V intersects exactly 3Cj basic squares at the first level.

Without loss of generality we can assume thatV intersects the threeCj basic

squares that have vertices at(0, 0), (0, 1) and(1, 1) respectively. Similarly to Case

2.1, we draw linesG1, G2 andG3 through the vertex of each of these basic squares

that lies in the interior ofC◦
∅ . Without loss of generality, we will assume thatG2 is
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G1

A1

G3

A3

G2

A2

a1

V

g1

g3

a3

g2

a2

Figure 4.6.4: Case 2.2:V intersects 3Cj squares at the first level of the construction
of C. The proof for this case requires the linesA1, A2, A3, G1, G2, G3 and the distances
a1, a2, a3, g1, g2, g3.

drawn through the inner vertex of the basic square that also has a vertex at(1, 0),

and is perpendicular to bothG1 andG3.

We draw linesA1, A2 andA3 parallel respectively toG1, G2 andG3, and obtain a

rectangle that containsV ∩ C∅ and of which, each side intersectsV ∩ C∅. This is

illustrated in Figure 4.6.4.

Letting

g1 = d(G1, A1), a1 = d((0, 0), A1),

g2 = d(G2, A2), a2 = d((1, 0), A2),

g3 = d(G3, A3), a3 = d((1, 1), A3),
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we get

a1 + g1 = a2 + g2 = a3 + g3 =

√
2

4

and

|V | ≥
√

2

2
+ g1 + g3 =

√
2 − a1 − a3.

By Proposition 4.5.4, we have

µ(V ) ≤ 3

4

√
2 − (µ(△a1) + µ(△a2) + µ(△a3))

≤ 3

4

√
2 − 4

7
(a1 + a2 + a3)

≤ 3

4

√
2 − 1

2
(a1 + a2 + a3),

so

|V | − µ(V ) ≥
√

2 − a1 − a3 −
3

4

√
2 +

1

2
(a1 + a2 + a3)

=

√
2

4
− 1

2
(a1 + a3) +

1

2
a2

=
1

2

(√
2

2
− a1 − a3

)

+
1

2
a2

≥ 1

2
a2

≥ 0.

Case 3:V intersects exactly 1Cj basic square at the first level.

This breaks down into 2 distinct subcases:

Case 3.1:V intersects 2, 3 or 4Cj1j2 basic squares at the second level.

Case 3.2:V intersects exactly 1Cj1j2 basic square at the second level.
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C1

C21

C22

C4

V

Figure 4.6.5: Case 3:V intersects 1Cj square at the first level of the construction ofC.
To prove thatµ(V ) ≤ |V | in this case requires that we look beyond the first level of the
construction.

Proving Case 3.1 simply requires a repeat of the proofs in Case 1and Case 2 overCj

instead ofC∅. Proving Case 3.2 requires that we divide it into a further 2 subcases

whereV intersects either 2, 3 or 4Cj1j2j3 squares or exactly oneCj1j2j3 square.

Cj

1 Cj1j2
2, 3, 4, 5, 6, 7 or 8 Cj1j2

2, 3, 4, 5, 6, 7 or 8 Cj1j2j3
1 Cj1j2j3

1 Cj1...jn
2, 3, 4, 5, 6, 7 or 8 Cj1...jn

Figure 4.6.6: A tree representation of the proof of Case 3.

It is clear from Figure 4.6.6 that there are countably many pairs of subcases where

eitherV intersects 2, 3 or 4Cj1...jn
or V intersects 1Cj1...jn

. µ(V ) ≤ |V | whenV

intersects 2, 3 or 4Cj1···jn
squares can be proven for alln by repeating the proofs
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for case 1 and case 2. When for alln, V intersects exactly oneCj1···jn
we have

V ⊆
⋃

n

Cj1···jn
= {x}

which is a singleton, and since the measure of a singleton is zero,µ(V ) = 0 ≤ |V |

and we are done.



Chapter 5

The Hausdorff Measure of a Sierpinski

Sponge inR3

This chapter forms the main body of the research component inthis dissertation. The

technique for calculating the Hausdorff measure of a two-dimensional Sierpinski carpet,

outlined in the previous chapter, is extended for a similar calculation of the measure of a

Sierpinski sponge, the three-dimensional analog of the carpet. We compute the Hausdorff

measure of a sponge whose first level is constructed by using copies of the unit cube that

have a sidelength of1
8
th of the unit cube.

5.1 Notation and Set-Up

The Sierpinski sponge that we choose to compute the Hausdorff measure of here, is

constructed as follows. LetC∅ be the closed unit cube inR3 that shares a vertex with

the origin and that has three of its edges lying on the positive x-axis, the positivey-axis

and the positivez-axis respectively. We divideC∅ into 83 cubes of equal size whose

103
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C1

C21

C22

C23

C31

C32

C33

C4

F21

F22

F31

F34

C2221

C2231

C224

Figure 5.1.1: This figure shows unit cubeC∅ superimposed on the first and second levels
of the construction of the Sierpinski sponge whose Hausdorffmeasure we are computing.
The projection of the second level of the construction onto one of the main diagonals of
the sponge is also shown.

interiors do not intersect, each with sidelength1
8
th of C∅, and remove those cubes that

do not share a vertex withC∅, leaving8 cubes remaining. To obtain the second level

of the construction, we subdivide each of the 8 remaining cubes into83 equally sized

smaller cubes which do not intersect, with sidelength1
8
th that of their parent cubes, and

remove those cubes that do not share a vertex with their parent cubes, leaving82 cubes

remaining in total. Repeating this procedure at the second level of the construction and

at each subsequent level of the construction yields a Sierpinski sponge which we label

C. Clearly at thenth level of the construction there are8n cubes, each of sidelength8−n,

which we shall refer to as thebasic cubesof the nth level. We choose the diagonal of

C∅ that shares a vertex with the origin to act as a main diagonal for our calculations and

call it F∅. It should be noted that the results proved in Lemma 5.4.1 andLemma 5.4.2

hold using any of the diagonals ofC∅. For the purposes of our calculations, we shall
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identify the main diagonal with the intervalF∅ = [0,
√

3] in the obvious way. Also, let

π : C∅ → F∅ refer to the orthogonal projection fromR3 ontoF∅.

Define contraction mappingsS1, S2, S3, S4 : F∅ → F∅ as follows:

S1(x) =
1

8
x

S2(x) =
1

8
x +

(

1

8
+

1

6

)√
3

S3(x) =
1

8
x +

(

2

8
+

2

6

)√
3

S4(x) =
1

8
x +

(

2

8
+

3

6

)√
3

Let F1 = S1(F∅), F2 = S2(F∅), F3 = S3(F∅) andF4 = S4(F∅). At the first level of the

construction, it is easy to see the basic cube that shares a vertex with the origin maps to

F1 underπ-projection. We call this basic cubeC1. It is also easy to see that the three

basic cubes nearestC1 all map toF2 underπ-projection, so we call these cubesC21
, C22

andC23
respectively. The next three closest basic cubes toC1 each map toF3, so we label

theseC31
, C32

andC33
. The remaining basic cube at this first level of the construction

maps toF4 underπ-projection, so we call itC4.

Taking an arbitrary basic cube at the first level,Cj, we refer to the second level ba-

sic cubes contained therein asCj1, Cj21
, Cj22

, Cj23
, Cj31

, Cj32
, Cj33

and Cj4 which are

positioned in a similar way relative to the main diagonal as the first level basic cubes.

Extending this notation, we may refer to any arbitrary basiccube at any level of the con-

struction asCj1···jn
wherejk = 1, 21, 22, 23, 31, 32, 33, 4. We label the union of all basic

cubes at thenth level as follows:

Cn =
⋃

|j|=n

Cj
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and clearly

C =
∞
⋂

n=1

Cn.

Given aCj1···jn
, Fi1··· in refers toπ(Cj1···jn

), the projection ofCj1···jn
onto the main

diagonal, whereik = 1 if jk = 1, ik = 2 if jk = 21, 22, 23, ik = 3 if jk = 31, 32, 33, ik = 4

if jk = 4. Given anFi1··· in, we can see that the union of all basic cubes at thenth level

which intersectπ−1(Fi1··· in), the pre-image ofFi1··· in, is given by:

⋃

|j|=n

Cj∩π−1(Fi1··· in ) 6=∅

Cj =
⋃



































Cj1···jn

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

jk = 1 if ik = 1,

jk = 21, 22, 23 if ik = 2,

jk = 31, 32, 33 if ik = 3,

jk = 4 if ik = 4.



































The construction and notation described above is illustrated in Figure 5.1.1. It is easily

seen that there exists a measureµ supported onC such that

µ(Cj1···jn
) =

1

8n

√
3.

Similarly, it is easily seen that there exists a measurem supported onF such that

m(Fi1···in+1
) = pi1 · · · pin

√
3

wherepik = 1
8

whenik = 1, 4 andpik = 3
8

whenik = 2, 3. In particular,

m(Fi1···in+1
) =

1

8
m(Fi1···in) whenin+1 = 1, 4

m(Fi1···in+1
) =

3

8
m(Fi1···in) whenin+1 = 2, 3.

We can construct them measure as follows. We divide a mass of
√

3 over F1, F2, F3
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andF4, such that they get mass
√

3
8

, 3
√

3
8

, 3
√

3
8

and
√

3
8

respectively. The mass of eachFi1

is divided amongst theFi1i2 such that bothFi11 andFi14 get 1
8

of its mass, andFi12 and

Fi13 get 3
8

of its mass. This process is repeated for eachFi1···in in a similar way, such that

Fi1···in1, Fi1···in2, Fi1···in3 andFi1···in4 receive masses of1
8
, 3

8
, 3

8
and 1

8
of the mass ofFi1···in

respectively.

Choose a vertexv of C∅. If we intersectC∅ with a plane perpendicular to the diagonal

that passes throughv, at a distancex from v, a pyramid is formed betweenv and the

points of intersection. This pyramid is denoted by△x.

5.2 Main Result

Theorem 5.2.1.H1(C) =
√

3.

This result is proved in Section 5.5 after a number of supportive lemmas are presented.

5.3 The Hausdorff Dimension of the Sponge

Proposition 5.3.1.dimH C = 1.

Proof. C is clearly a self-similar set under the eight similarities with contraction ratios1
8

which mapC∅ onto the eight basic cubes of the first level of the construction. UsingC◦
∅ ,

the interior ofC∅, to fulfill the open set condition, by Theorem 2.4.3 we have

s = dimH C = dimB C = 1,

the solution of
∑8

1(
1
8
)s = 1.
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5.4 Supportive Lemmas

Lemma 5.4.1.m(B) = µ(π−1(B)) for all B ⊆ F∅, B are Borel sets.

Proof. Let In = {Fi1··· in | n ∈ N, i1, . . . , in = 1, . . . , 4}

and let An = {I1 ∪ · · · ∪ Im | m ∈ N, Ii ∈ In} .

Also let

I =
⋃

n

In and A =

{

n
⋃

i=1

Ii

∣

∣

∣

∣

∣

Ii ∈ I
}

.

Firstly we show that

m(A) = µ(π−1(A)) for all A ∈ An (5.4.1)

To prove this , it is sufficient to show that

m(I) = µ(π−1(I)) for I ∈ In

since bothm andµ ◦ π−1 are measures with the countable additivity property. To do

this, we use an inductive process. First, we can easily see that the statement is true when

n = 0:

m(F∅) =
√

3

= µ(π−1(F∅) ∩ C∅)

= µ(π−1(F∅)) . . . becauseC∅ has the only mass that lies inπ−1(F∅).

Next we assume that the statement is true for somen ≥ 0 and prove it forn+1. Thus we

want to show thatm(Fi1··· in+1
) = µ(π−1(Fi1··· in+1

)) for all n ∈ N whereik = 1, 2, 3, 4.
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This naturally breaks down into two distinct cases where eitherin+1 = 1, 4 or in+1 = 2, 3.

Case 1:in+1 = 1, 4

Whenin+1 = 1 or in+1 = 4 we have the following:

µ(π−1(Fi1··· in+1
)) = µ











⋃

|j|=n+1
Cj ∩π−1(Fi1··· in+1

) 6= ∅

Cj











(5.4.2)

=
∑

|j|=n+1
Cj ∩π−1(Fi1··· in+1

) 6= ∅

µ(Cj) (5.4.3)

=
1

8

∑

|j|=n

Cj ∩π−1(Fi1··· in ) 6= ∅

µ(Cj) (5.4.4)

=
1

8
µ











⋃

|j|=n

Cj ∩π−1(Fi1··· in ) 6= ∅

Cj











(5.4.5)

We get (5.4.2) by using the fact that theCj1···jn+1
cubes are the only objects with any

µ-mass that lie the pre-image ofFi1··· in+1
. The countable additivity property of theµ

measure allows us to sum the masses of the individual cubes in(5.4.3). There is only one

Cj1···jn+1
cube in eachCj1···jn

cube and it has1
8

of the mass of its parent cube so we get

(5.4.4). We use the countable additivity property of theµ-measure once again to derive

(5.4.5). Next we look at them-measure ofFi1··· in+1
:

m(Fi1··· in+1
) =

1

8
m(Fii···in) (5.4.6)

=
1

8
µ(π−1(Fii···in)) (5.4.7)
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=
1

8
µ











⋃

|j|=n

Cj ∩π−1(Fi1··· in ) 6= ∅

Cj











(5.4.8)

= µ(π−1(Fi1··· in+1
)) (5.4.9)

When in+1 = 1, 4, (5.4.6) follows by definition. (5.4.7) comes from our inductive as-

sumption. Since theCj1···jn
cubes are the only objects that carry any mass in the pre-image

of Fi1··· in, we get (5.4.8). (5.4.9) follows directly from (5.4.5).

Case 2:in+1 = 2, 3

Whenin+1 = 2 or in+1 = 3, we have:

µ(π−1(Fi1··· in+1
)) = µ











⋃

|j|=n+1
Cj ∩π−1(Fi1··· in+1

) 6= ∅

Cj











(5.4.10)

=
∑

|j|=n+1
Cj ∩π−1(Fi1··· in+1

) 6= ∅

µ(Cj) (5.4.11)

=
3

8

∑

|j|=n

Cj ∩π−1(Fi1··· in ) 6= ∅

µ(Cj) (5.4.12)

=
3

8
µ











⋃

|j|=n

Cj ∩π−1(Fi1··· in ) 6= ∅

Cj











(5.4.13)

We get (5.4.10) because theCj1···jn+1
cubes are the only objects with anyµ-mass that lie

the pre-image ofFi1··· in+1
. The countable additivity property of theµ measure allows us

to sum the masses of the individual cubes in (5.4.11). There are threeCj1···jn+1
cubes in

eachCj1···jn
cube, each with equal mass which is1

8
of the mass of their parent cube, so we
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get (5.4.12). Once again, countable additivity gets us (5.4.13). Looking at them-measure

of Fi1··· in+1
whenin+1 = 2, 3 we have:

m(Fi1··· in+1
) =

3

8
m(Fii···in) (5.4.14)

=
3

8
µ(π−1(Fii···in)) (5.4.15)

=
3

8
µ











⋃

|j|=n

Cj ∩π−1(Fi1··· in ) 6= ∅

Cj











(5.4.16)

= µ(π−1(Fi1··· in+1
)) (5.4.17)

Whenin+1 = 2, 3, (5.4.14) comes from our definition ofm. (5.4.15) follows from the

inductive assumption. Since theCj1···jn
cubes are the only objects that carry any mass in

the pre-image ofFi1··· in, we get (5.4.16). (5.4.17) follows directly from (5.4.13).

This proves (5.4.1). Thus, we also have

m(A) = µ(π−1(A)) for all A ∈ A

which, according to Carathéodory’s Uniqueness Theorem (Theorem 1.1.15), shows that

m(B) = µ(π−1(B)) for all B ∈ σ(A). (5.4.18)

Lemma 5.4.2.f(x) = m([0, x]) ≥ 1
4
x for all x ∈ [0,

√
3 ].

Proof. A graph off(x) = m([0, x]) can be seen in Figure 5.4.1. We prove this result by

dividing into three distinct cases. The last case is slightly more difficult to prove than the
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first two cases:

√
3

√
3

x

f(x)

√
3

8

√
3

8
+

√
3

6
+

√
3

8

y = x
4

Figure 5.4.1: A graph off(x) = m([0, x]) and the liney = 1
4
x whenx ∈ [0,

√
3]. The

intervals used in each of the cases in the proof of Lemma 5.4.2are also shown.

Case 1:x ∈
[√

3
8

+
√

3
6

+
√

3
8

,
√

3
]

We have:

f(x) ≥ f

(√
3

8
+

√
3

6
+

√
3

8

)

(5.4.19)

=

√
3

8
+

3
√

3

8

=

√
3

2

≥ 1

4
x.
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We get (5.4.19) by noting thatf is a monotonic increasing function.

Case 2:x ∈
[√

3
8

,
√

3
8

+
√

3
6

+
√

3
8

]

We have:

f(x) ≥ f

(√
3

8

)

(5.4.20)

=

√
3

8

≥ 1

4

(√
3

8
+

√
3

6
+

√
3

8

)

≥ 1

4
x.

As in the previous case, we get (5.4.20) becausef is monotonic increasing.

Case 3:x ∈
[

0,
√

3
8

]

Note that
[

0,
√

3
8

]

=
⋃

n Sn
1

([√
3

8
,
√

3
])

. We would like to show that

f(x) ≥ 1

4
x whenx ∈ Sn

1

([√
3

8
,
√

3
])

for all n ≥ 1.

We do this forn = 1, then prove by induction. First we show thatf in the interval[0,
√

3
8

]

is anS1 re-scaling off in the interval[0,
√

3]. Recall thatS1(x) = 1
8
x andS−1

1 (x) = 8x

and note thatf(
√

3
8

) =
√

3
8

. We want to show thatf(x) = S1(f(8x)) or thatf(x) =

1
8
f(8x) for all x ∈ [0,

√
3

8
]. Lettingx ∈ [0,

√
3

8
] we have:

f(x) = m([0, x])
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=
4
∑

i=1

pi m(S−1
i ([0, x]))

= p1 m(S−1
1 ([0, x])) (5.4.21)

=
1

8
m([0, 8x])

=
1

8
f(8x).

Equation (5.4.21) comes as a direct result ofS1 being the only map that maps to the

interval [0,
√

3
8

]. Clearly the line1
4
x in the interval[0,

√
3] rescales to1

4
x in [0,

√
3

8
] under

S1 because for allx ∈ [0,
√

3
8

],

1

4
x = S1(

1
4
.8x)

=
1

8
.
1

4
.8x.

So f(x) ≥ 1
4
x holds for allx ∈ S1([

√
3

8
,
√

3]) = [
√

3
64

,
√

3
8

]. We can now show that the

inequalityf(x) ≥ 1
4
x is also valid in the interval[0,

√
3

64
] by starting the induction. We

assume thatf(x) ≥ 1
4
x for all x ∈ Sn

1 ([
√

3
8

,
√

3]) for somen ≥ 1 and prove it forn + 1.

So we assume that

f(x) ≥ 1

4
x for all x ∈ S n

1

([√
3

8
,
√

3
])

and aim to prove that

f(x) ≥ 1

4
x for all x ∈ S n+1

1

([√
3

8
,
√

3
])

.

Let x ∈ S n+1
1 ([

√
3

8
,
√

3]). We have

f(x) = m([0, x])
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=
4
∑

i=1

pi m(S−1
i ([0, x]))

= p1 m(S−1
1 ([0, x]))

=
1

8
m([0, S−1

1 (x)])

=
1

8
f(S−1

1 (x)). (5.4.22)

SinceS−1
1 (x) ∈ S n

1 ([
√

3
8

,
√

3]) and our inductive assumption states thatf(x) ≥ 1
4
x for all

x ∈ S n
1 ([

√
3

8
,
√

3]), using (5.4.22) we conclude:

f(x) =
1

8
f(S−1

1 (x))

≥ 1

8
.
1

4
S−1

1 (x)

=
1

8
.
1

4
. 8x

=
1

4
x.

We have shown that

f(x) ≥ 1

4
x for all x ∈

[

0,
√

3
8

]

∪
[√

3
8

,
√

3
8

+
√

3
6

+
√

3
8

]

∪
[√

3
8

+
√

3
6

+
√

3
8

,
√

3
]

thus completing the proof.

Proposition 5.4.3.µ(△x) ≥ 1
4
x

Proof. We can easily prove this using Lemma 5.4.1 and Lemma 5.4.2. Given a△x,

µ(△x) = µ(π−1([0, x]))
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where[0, x] ⊆ F . Using the two lemmas, we have

µ(π−1([0, x])) = m([0, x]) ≥ 1

4
x

5.5 Proof of Main Result

Recall Theorem 5.2.1 which says thatH1(C) =
√

3. We now prove this result.

Proof. We start with the upper bound:

“ ≤ ” This follows from Theorem 4.5.1.

“ ≥ ” According to the mass distribution principle, ifµ(V ) ≤ |V | for all measurable sets

V , thenH1(C) ≥ µ(C).

(a) Case 1.1 (b) Case 1.2

Figure 5.5.1: A setV is shown intersecting exactly 2Cj cubes at the first level of the
construction of a Sierpinski sponge in (a), and in (b),V intersects exactly 3Cj cubes.
While there are other possible configurations, the two shown above assist our calculations
becauseV intersects particular cubes that provide the lowest possible diameter forV .
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Case 1:V intersects2, 3, 4, 5 or 6 of theCj cubes.

The method for verifying thatµ(V ) ≤ |V | in each of these situations is similar,

so we group them all under one main case here.

Case 1.1:V intersects exactly 2 of theCj cubes.

|V | ≥ 6

8
>

2
√

3

8
≥ µ(V ).

Case 1.2:V intersects exactly 3 of theCj cubes.

|V | ≥ 6

8
>

3
√

3

8
≥ µ(V ).

Figure 5.5.2: Case 1.3:V intersects exactly 4 of theCj cubes.

Case 1.3:V intersects exactly 4 of theCj cubes.

|V | ≥
√

2 − 2

8

√
2 =

6

8

√
2 =

√
3

2√
2

3

8
=

√
3
√

3
√

2
3

8

>

√
3
√

2
√

2
3

8
=

4
√

3

8
≥ µ(V ).

Case 1.4:V intersects exactly 5 of theCj cubes.

|V | ≥
√

3 − 2

8

√
3 =

6

8

√
3 >

5

8

√
3 ≥ µ(V ).

Case 1.5:V intersects exactly 6 of theCj cubes.

|V | ≥
√

3 − 2

8

√
3 =

6

8

√
3 ≥ µ(V ).

Case 2:V intersects7 or 8 of theCj cubes.
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(a) Case 1.4 (b) Case 1.5

Figure 5.5.3: Cases 1.4 and 1.5:V intersects exactly 5 of theCj cubes on the left of this
figure andV intersects exactly 6Cj cubes on the right.

This main case breaks down into two subcases which are, much like the ones in

the preceding main case, dealt with in a similar way. For the purpose of laying out

some notational details, we will assume momentarily thatV intersects exactly 8 of

theCj.

Given aCj, let uj be the vertexCj shares withC∅ and letwj be the vertex of

Cj that is not a member of∂C∅. Let Gj denote the plane that is perpendicular

to the line that passes throughuj and wj, and that passes throughwj. Let Aj

denote the plane that is perpendicular to the line that passes throughuj andwj, that

intersects the boundary,∂V , of V and that is parallel toGj. Letaj = d(uj, Aj) and

gj = d(Gj, Aj). It’s clear thataj + gj =
√

3
8

for all j and that

|V | ≥ 6

8

√
3 + g1 + g4, (5.5.1)

|V | ≥ 6

8

√
3 + g21

+ g32
, (5.5.2)

|V | ≥ 6

8

√
3 + g22

+ g31
, (5.5.3)

|V | ≥ 6

8

√
3 + g23

+ g33
. (5.5.4)

Having established the necessary notation, we now proceed to the two subcases.
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Figure 5.5.4: Case 2.1:V intersects exactly 8 of theCj cubes.

Case 2.1:V intersects exactly 8 of theCj cubes.

By adding Equations (5.5.1), (5.5.2), (5.5.3) and (5.5.4), we get

4|V | ≥ 4.
6

8

√
3 + g1 + g21

+ g22
+ g23

+ g31
+ g32

+ g33
+ g4

|V | ≥ 6

8

√
3 +

1

4
(g1 + g21

+ g22
+ g23

+ g31
+ g32

+ g33
+ g4)

=
6

8

√
3 +

1

4
(
√

3 − (a1 + a21
+ a22

+ a23
+ a31

+ a32
+ a33

+ a4)

=
√

3 − 1

4
(a1 + a21

+ a22
+ a23

+ a31
+ a32

+ a33
+ a4) (5.5.5)

By Lemma 5.4.3 and Equation (5.5.5), we have:

µ(V ) ≤
√

3 − (µ(△a1) + µ(△a21
) + µ(△a22

) + µ(△a23
) +

µ(△a31
) + µ(△a32

) + µ(△a33
) + µ(△a4))

≤
√

3 − 1

4
(a1 + a21

+ a22
+ a23

+ a31
+ a32

+ a33
+ a4)

≤ |V |.

Case 2.2:V intersects exactly 7 of theCj cubes.

Without loss of generality, we can assume that V does not intersectC4. Using

the same notation, but disregarding Equation (5.5.1), we may now add Equations
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Figure 5.5.5: Case 2.2:V intersects exactly 7 of theCj cubes.

(5.5.2), (5.5.3) and (5.5.4) to get:

3|V | ≥ 3.
6

8

√
3 + g21

+ g22
+ g23

+ g31
+ g32

+ g33

|V | ≥ 6

8

√
3 +

1

3
(g21

+ g22
+ g23

+ g31
+ g32

+ g33
)

=
6

8

√
3 +

1

3
(
√

3 − (a21
+ a22

+ a23
+ a31

+ a32
+ a33

)

=
√

3 − 1

3
(a21

+ a22
+ a23

+ a31
+ a32

+ a33
) (5.5.6)

By Lemma 5.4.3 and Equation (5.5.6) above, we have:

µ(V ) ≤ 7

8

√
3 − (µ(△a1) + µ(△a21

) + µ(△a22
) + µ(△a23

) +

µ(△a31
) + µ(△a32

) + µ(△a33
))

≤ 7

8

√
3 − 1

4
(a1 + a21

+ a22
+ a23

+ a31
+ a32

+ a33
). (5.5.7)

But subtracting (5.5.7) from (5.5.6) we get:

|V | − µ(V ) ≥
√

3 − 1

3
(a21

+ a22
+ a23

+ a31
+ a32

+ a33
)

−7

8

√
3 +

1

4
(a1 + a21

+ a22
+ a23

+ a31
+ a32

+ a33
)

=
1

8

√
3 − 1

12
(a21

+ a22
+ a23

+ a31
+ a32

+ a33
) +

1

4
a1

≥ 1

8

√
3 − 1

12
.
6

8

√
3

=
4

32

√
3 − 2

32

√
3 ≥ 0.
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Figure 5.5.6: Case 3:V intersects exactly 1Cj cube.

Case 3:V intersects exactly 1Cj cube.

We divide this into 2 distinct subcases:

Case 3.1:V intersects 2, 3, 4, 5, 6, 7 or 8Cj1j2 cubes.

Case 3.2:V intersects exactly 1Cj1j2 cube.

Proving Case 3.1 simply requires a repeat of the proofs in case1 and case 2 over

Cj instead ofC∅. Case 3.2 requires that we divide it into a further 2 subcases where

V intersects either 2, 3, 4, 5, 6, 7 or 8Cj1j2j3 cubes or exactly oneCj1j2j3 cube.

Cj

1 Cj1j2
2, 3, 4, 5, 6, 7 or 8 Cj1j2

2, 3, 4, 5, 6, 7 or 8 Cj1j2j3
1 Cj1j2j3

1 Cj1...jn
2, 3, 4, 5, 6, 7 or 8 Cj1...jn

Figure 5.5.7: A tree representation of the proof of Case 3.
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The cases whereV intersects 2, 3, 4, 5, 6, 7 or 8Cj1···jn
cubes can be proven for

all n by repeating the proofs for Case 1 and Case 2. WhenV intersects exactly one

Cj1···jn
for all n, we have

V ⊆
⋃

n

Cj1···jn
= {x} .

Soµ(V ) = 0 ≤ |V | and we are done. A tree structure of these subcases is shown

in Figure 5.5.7.



Chapter 6

Further Directions

In this chapter we take a brief look at some further directions in which the work

discussed up until now could taken. As was mentioned in Chapter 2, during the course

of his studies, the author became particularly interested in iterated function systems with

condensation. In the next section, we take a look at how the Hausdorff measure behaves

when measuring such sets. In the subsequent section, we review some of the work of

Zhou, Zhu and Luo on packing measure and discuss how the packing measure of the

Sierpinski carpet and Sierpinski sponge might be calculated.

6.1 Iterated Function Systems with Condensation and the

Hausdorff Measure

Let us consider the set shown in Figure 6.1.1 which is in a complete metric space

(X, d) in R2. This set is generated by the IFS used to generate the Sierpinski carpet in

Chapter 4, as well as a condensation set which is similar to theSierpinski carpet from

Chapter 4 and1
4

of its size. The condensation set is located in the centre of the set and

123



6.1 Iterated Function Systems with Condensation and the Hausdorff Measure 124

Figure 6.1.1: This diagram shows the first two levels of the construction of a Sierpinski
carpet with a condensation set which is1

4
the size of a regular Sierpinski carpet (as

described in Chapter 4). Note that only the first two levels of theconstruction of the
condensation set are shown.

smaller copies of it are transformed into the four corners ofthe image under the action of

the IFS. In the following, we will label the original carpetK. Assuming that the IFS used

to generate the original carpet is{S1, S2, S3, S4} with contraction ratios{1
4
, 1

4
, 1

4
, 1

4
}, then

if we label the condensation setC, the invariant set for the IFS mixed withC is given by

Kc = C ∪
(

4
⋃

i=1

Si(Kc)

)

.
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Looking at theKc set in the figure, the following heuristic calculation of itsHausdorff

measure seems reasonable:

H1(Kc) = H1(K) + H1(C) + 4H1

(

1

4
C

)

+ 16H1

(

1

16
C

)

+ · · ·

=
√

2 + H1

(

1

4
K

)

+ H1

(

1

4
K

)

+ H1

(

1

4
K

)

+ · · ·

=
√

2 +
1

4
H1(K) +

1

4
H1(K) +

1

4
H1(K) + · · ·

=
√

2 +
1

4

√
2 +

1

4

√
2 +

1

4

√
2 + · · ·

=
√

2

(

1 +
1

4
+

1

4
+

1

4
+ · · ·

)

= +∞.

We can generalise the calculation as follows. Let{Si}m be some IFS in a complete

metric space(X, d) in Rn and let{ci}m be its associated contraction ratios. We will label

the invariant set generated by the IFSK. We will assume that the open set condition holds

so thatK has positive finite Hausdorff measure at the critical dimension. Given some non-

empty compact setC in the metric space, the invariant set generated by the IFS mixed

with C in the usual way is labelledKc. We will also assume that0 < HdimH C(C) < ∞.

We may derive the following using the standard properties ofiterated function systems:

Kc =

(

m
⋃

i=1

Si(Kc)

)

∪ C

=

(

m
⋃

i=1

Si

((

m
⋃

i=1

Si(Kc)

)

∪ C

))

∪ C

=

(

m
⋃

i=1

Si

(

m
⋃

i=1

Si(Kc)

))

∪
(

m
⋃

i=1

Si(C)

)

∪ C

=

(

m
⋃

i=1

Si

(

m
⋃

i=1

Si

(

m
⋃

i=1

Si(Kc)

)))

∪
(

m
⋃

i=1

Si

(

m
⋃

i=1

Si(C)

))

∪
(

m
⋃

i=1

Si(C)

)

∪ C
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=

(

m
⋃

i=1

Si

(

m
⋃

i=1

Si

(

m
⋃

i=1

Si (· · · (Kc))

)))

∪

C ∪
(

m
⋃

i=1

Si(C)

)

∪
(

m
⋃

i=1

Si

(

m
⋃

i=1

Si(C)

))

∪ · · ·

= K ∪ C ∪
(

m
⋃

i=1

Si(C)

)

∪
(

m
⋃

i=1

Si

(

m
⋃

i=1

Si(C)

))

∪ · · ·

As is highlighted by Falconer in [Fal90], the Hausdorff dimension is stable under

countable unions, so since theSi mappings transformC to similar copies of itself, it is

safe to say that

s = dimH Kc = max {dimH K, dimH C} .

Assuming theSi(C) are disjoint, taking the Hausdorff measure of both sides andusing

both the countable additivity and scaling properties of Hausdorff measure we get:

Hs(Kc) = Hs(K) + Hs(C) +
m
∑

i=1

Hs(Si(C)) +
m
∑

j=1

m
∑

i=1

Hs(Sj(Si(C))) + · · ·

= Hs(K) + Hs(C) +
m
∑

i=1

cs
iHs(C) +

m
∑

j=1

m
∑

i=1

cs
jc

s
iHs(C) + · · ·

= Hs(K) + Hs(C)

(

1 +
m
∑

i=1

cs
i +

m
∑

j=1

m
∑

i=1

cs
i c

s
j + · · ·

)

= Hs(K) + Hs(C)



1 +

(

m
∑

i=1

cs
i

)1

+

(

m
∑

i=1

cs
i

)2

+ · · ·



 .

Owing to the definition of Hausdorff dimension (Definition 1.3.6), we now have two

distinct cases:
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Case 1:s = dimH K > dimH C:

Hs(Kc) = Hs(K) + Hs(C)



1 +

(

m
∑

i=1

cs
i

)1

+

(

m
∑

i=1

cs
i

)2

+ · · ·





= Hs(K) + 0



1 +

(

m
∑

i=1

cs
i

)1

+

(

m
∑

i=1

cs
i

)2

+ · · ·





= Hs(K).

Case 2:s = dimH C ≥ dimH K:

Hs(Kc) = Hs(K) + Hs(C)



1 +

(

m
∑

i=1

cs
i

)1

+

(

m
∑

i=1

cs
i

)2

+ · · ·





Looking at the second case, which is the more interesting of the two, clearly the

infinite sum in brackets is a geometric series, so if(
∑m

i=1 cs
i ) < 1, the sum converges and

we have a positive finite value forHs(Kc). If however(
∑m

i=1 cs
i ) ≥ 1, the sum diverges

and we are left withHs(Kc) = +∞.

This leaves us in a rather puzzling situation. If we take the set generated by the IFS

with condensation from Figure 6.1.1 wheres = dimH K = dimH C = 1 and construct a

similar set using the same condensation set, but an IFS with slightly smaller contraction

ratios (0.249999995 say, as opposed to1
4
), then while the former set retains its Hausdorff

measure of+∞, the latter set will have positive finite Hausdorff measure.Similarly, if

we were to take the original IFS with condensation and removeone of the four similarity

mappings from the IFS so that we have three similarities in the IFS, each with a contrac-

tion ratio of 1
4
, the invariant set generated by this new IFS with condensation would have

positive finite Hausdorff measure. The original set generated by the IFS with conden-

sation is not hugely different to the sets generated by the two modified examples. Each



6.2 Packing Measure and Dimension 128

of the three sets is clearly a fractal. This begs some interesting questions. Should the

Hausdorff measure differ so markedly between such similar sets? Based on the above

calculation, it is clear that there exists an extremely large class of fractal sets which have

Hausdorff measure of+∞. Would it be possible to construct a modified version of the

Hausdorff measure which would assign a positive finite valueto such sets? Perhaps these

questions could form a good basis for some future work.

6.2 Packing Measure and Dimension

The packing measure and dimension are considered to be of equal importance to the

Hausdorff measure and dimension in the modern world of fractal geometry. Making their

first appearance in the 1980’s in papers by Tricot [Tri82], Taylor & Tricot [TT85] and

Raymond & Tricot [RT88], they are similar to the Hausdorff measure and dimension,

but use efficientpackingsof small balls instead of efficientcoveringsof small balls in

their definition. As Falconer points out in [Fal90], given that the Hausdorff dimension

extends the basic premise of the lower box counting dimension dimB by utilising efficient

coverings of balls of differing radii as opposed to balls of equal radii, it is natural to try to

extend the idea behind the upper box counting dimensiondimB in a similar way, so that

dense packings of disjoint balls of differing radii are usedinstead of disjoint balls of equal

radii. This is precisely what is attempted with the packing dimension, which requires that

we derive a suitable notion of packing measure first.

6.2.1 Definitions

The following definition ofδ-approximative pre-packing measure is structured in a

similar way to the definition ofδ-approximative Hausdorff measure, but uses dense pack-
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ings of disjoint balls instead of economical coverings of small balls. Note that the term

centeredδ-packingof some setE in a metric spaceX refers to a countable family of

closed balls inX with centres inE and radii at mostδ.

Definition 6.2.1. We define theδ-approximatives-dimensional pre-packing measure of a

setE ⊆ X, whereX is a metric space, as:

Ps

δ(E) = sup

{ ∞
∑

i=1

diam(Bi)
s : {Bi}i is a centeredδ-packing of E

}

.

In a similar way as with the Hausdorff measure, we seek the limit of Ps
δ asδ tends to

zero and define the pre-packing measure as follows:

Definition 6.2.2. LettingE be defined as in the previous definition, the pre-packing mea-

sure ofE is:

Ps
(E) = lim

δ→0

Ps

δ(E).

Unfortunately, as was illustrated by Taylor and Tricot in [TT85],Ps is not necessarily

countable subadditive and so, not necessarily a measure. However, we can modify the

above definition to something that can be shown to be a Borel measure. We call this the

packing measure and it is defined below.

Definition 6.2.3. Letting E be defined as in the previous definitions, thes-dimensional

packing measure ofE is:

Ps(E) = inf

{ ∞
∑

i

Ps
(Ei) : E ⊆

∞
⋃

i=1

Ei

}

.

This conveniently leads us to a definition of packing dimension which, again, is simi-

lar to the Hausdorff definition of dimension:
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Definition 6.2.4. The packing dimension of the setE as defined in the above is given by

dimp E = sup{s : Ps(E) = ∞} = inf{s : Ps(E) = 0}.

It is well known thatdimH E ≤ dimP E ≤ dimBE. A proof of this may be found in

[Fal90].

6.2.2 Packing measure of Sierpinski sets

In [JZZL03] and [JZ04], the authors Jia, Zhou, Zhu & Luo and Jia & Zhu respectively,

calculate the packing measure of Sierpinski sets in the plane which are similar to the one

we analysed in Chapter 4. The authors of [JZZL03] develop a technique for calculating

the packing measure of the Cartesian product of the middle-third Cantor set with itself,

but their method can be generalised for other similar Sierpinski carpets under certain

conditions. A paper [ZZL04] due to Zhu, Zhou and Luo also exists which analyses the

packing measure of a class of generalised Sierpinski sponges, but unfortunately a suitable

translation could not be obtained at the time of writing.

In this section, we will take a look at the result garnered by Jia et al in [JZZL03] and

sketch its proof. The main result is as follows:

Theorem 6.2.5.The packing measure of the Cartesian product of the middle third Cantor

set with itself, labelledC × C is as follows:

P log3 4(C × C) = 4log3 4.

The full proof of this result, incorporating the proofs of a number of necessary lemmas,

is too lengthy to be fully dissected here, so we will try to attain a broad overview of the

main problem and analyse the key lemmas in more detail. We start with some notation:
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We refer to the middle-third Cantor set in the unit interval asC and the Cartesian product

of two such Cantor sets asC×C. Establishing an orthogonal coordinate system inR2, we

defineE0 = [0, 1]× [0, 1] which shares a vertex with the origin, and an IFS{f1, f2, f3, f4}

such that the IFS acting onE0 yieldsC ×C which, naturally, is invariant under the action

of the IFS. The proof from [JZZL03] requires that the IFS satisfies a stronger version of

the open set condition known as thestrong separation conditionwhich we now define:

Definition 6.2.6. Given an IFS{S1, . . . , Sn} in some metric space, thestrong separation

conditionis satisfied ifSi(E) ∩ Sj(E) = ∅ for all i, j with i 6= j.

The specific IFS mappings are important to us in the proof, so we define them as follows:

fi(x) =
x

3
+ bi where i = {1, 2, 3, 4}, x ∈ R2,

whereb1 = (0, 0), b2 = (2
3
, 0), b3 = (2

3
, 2

3
), b4 = (0, 2

3
). Sof1 maps to the bottom-left

of E0, f2 maps to the bottom-right,f3 maps to the top-right andf4 maps to the top-left.

Clearly we have

C × C =
4
⋃

n=1

fn(C × C).

The termbasic square of thenth level is used in a similar way as in previous chapters.

For instance,f1(E0) is a basic square of the first level of the construction ofC × C,

f2(f1(E0)) is a basic square of the second level of the construction and so on. Incidentally,

the phrases“ nth level of the construction ofC × C” and“ nth iteration of the IFS over

E0” are interchangeable in the current context. For any integerk ≥ 0, define

Ik = {(i1, i2, i3, . . . , ik) : ij ∈ {1, 2, 3, 4}, j = 1, 2, . . . , k} ,

I∞ = {(i1, i2, i3, . . .) : ij ∈ {1, 2, 3, 4}, j = 1, 2, . . .} .
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For anyk ≥ 1, let

fk
1 = f11

◦ f12
◦ f13

◦ · · · ◦ f1k
.

The following notation is used to define the union of all basicsquares from levelp + k

onwards that lie in the bottom-left-most basic square at thekth level of the construction

of C × C (i.e. thekth iteration of the IFS overE0).

Fp,k =
∞
⋃

n=p

⋃

(i1i2...in)∈In

fi1 ◦ fi2 ◦ · · · ◦ fin

(

fk
1 (E0)

)

(p ≥ 1). (6.2.1)

We refer to the packing dimension of the setC × C as

s = dimP(C × C) = log3 4.

This is a well known result.

As always, we shall refer to a ball of radiusr centered at a pointx asBr(x). However,

we may also use the notationB(x, r) interchangeably to mean the same thing.

This first lemma is the packing measure analogue of Proposition 3.2.5 introduced in Chap-

ter 3.

Lemma 6.2.7.LetE ⊂ Rm be a Borel set,µ be a finite Borel measure,0 < c < ∞.

(a) If lim
r→0

µ(Br(x))

rs
≤ c for all x ∈ E, thenPs(E) ≥ 2s µ(E)

c
.

(b) If lim
r→0

µ(Br(x))

rs
≥ c for all x ∈ E, thenPs(E) ≤ 2s µ(E)

c
.

Proof. Omitted.

Jia et al proceed by defining a self-similar measureµ with supportC × C for any
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Borel setE ⊆ Rm. This measure acts by taking the packing measure of any givenpart of

C ×C and normalising it by the total packing measure ofC ×C. We define the measure

as follows:

µ(E) =
Ps(E ∩ (C × C))

Ps(C × C)
(6.2.2)

The previous lemma (6.2.7) tells us that the packing measureof C × C is determined

by the lower spherical density of every point ofC × C, so we proceed by making the

following two definitions for lower spherical density. The first takes the density of a point

x with respect to the measureµ and the second takes the density ofx with respect to the

packing measure:

Ds(µ, x) = lim
r→0

µ(Br(x))

(2r)s
, x ∈ Rn.

Ds(Ps, x) = lim
rx→0

Ps(Br(x))

(2r)s
, x ∈ Rn.

Jiaet almake use of the following lemma which is taken from [TT86] and[RT88] and is

required in the proof of the subsequent lemma:

Lemma 6.2.8.LetDs(Ps, x) be defined as above. Then

Ds(Ps, x) = 1 for Ps-almost allx ∈ C × C.

This next lemma is one of the key lemmas required for the proofof Theorem 6.2.5

and we actually proved a similar result for the Hausdorff measure in Chapter 3, namely

Theorem 3.3.13.

Lemma 6.2.9.Letµ andDs(µ, x) be defined as above. Then

Ps(C × C) =
1

Ds(µ, x)
for µ-almost allx ∈ C × C.
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Proof. Using both the definition ofDs(µ, x) and Lemma 6.2.8, we have:

Ds(µ, x) = lim
r→0

µ(Br(x))

(2r)s

= lim
r→0

Ps(Br(x) ∩ (C × C))

Ps(C × C)(2r)s

=
1

Ps(C × C)
lim
r→0

Ps(Br(x) ∩ (C × C))

(2r)s

=
1

Ps(C × C)
Ds(Ps, x)

=
1

Ps(C × C)

for Ps-almost allx ∈ C × C. µ is simply a normalised version ofPs, so this also holds

for µ-almost allx ∈ C × C.

Lemma 6.2.10.Letk > 1. Letµ andFp,k be defined as in(6.2.2)and(6.2.1)respectively.

Then for anyp ≥ 1, k ≥ 1 we have:

µ(Fp,k) = 1, µ

(

⋂

p≥1

Fp,k

)

= 1, µ

(

⋂

k≥1

(

⋂

p≥1

Fp,k

))

= 1.

Proof. We omit the proof for this lemma, but it may be found in [JZZL03], [ZZL04] and

[Fen03].

Lemma 6.2.11.For n ≥ 0, let Vn denote the set of all vertices of all basic squares at the

nth level of the construction ofC × C. Then

Ds(µ, x) =
1

4s
for anyx ∈ Vn.

Proof.

“ ≤ ” x is a vertex of a basic square at thenth level of the construction ofC × C, so
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this basic square must have sidelength3−n. Let r = 3−n − 3−(n+1). ThenBr(x)

contains only one basic square from then + 1-th level of the construction. Recall

thats = log3 4, so3s = 4 and we have

µ(Br(x))

(2r)s
=

4−(n+1)

(2.3−n − 2.3−(n+1))s
=

4−(n+1)

2s
(

3−n
(

1 − 1
3

))s =
4−(n+1)

2s . 4−n . 2s

3s

=
1

4s
.

Therefore

inf
r≤3−s

µ(Br(x))

(2r)s
≤ 1

4s

and hence

lim
r→0

µ(Br(x))

(2r)s
≤ 1

4s
.

“ ≥ ” We will not go into the detail of the proof of this inequality,but in [JZZL03], the

authors argue that sinceC×C is self-similar, it suffices to consider onlyx ∈ V0 and
√

2
3

< r ≤ 2
3
. They then prove the inequality for whenx is the origin in three cases:

when
√

2
3

< r ≤ 2
3
, when 2

3
< r ≤

√

1 + 1
32 and

√

1 + 1
32 < r ≤

√
2. The first

and last cases follow easily from the definitions, but the middle case requires some

tricky numerical calculations involving inductive and symmetrical arguments.

Lemma 6.2.12.Letµ andFp,k be defined as in(6.2.2)& (6.2.1)respectively. Then

Ds(µ, x) =
1

4s
for µ-almost allx ∈ C × C.

Proof.

“ ≤ ” Let x ∈ (C × C) ∩
(

⋂∞
k≥1

(

⋂∞
p≥1 Fp,k

))

. Thenx ∈ Fp,k for all p ≥ 1 andk ≥ 1.
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Taking an integerk ≥ 1, it is clear from the definition ofFp,k that there exists an

integernp ≥ p such that we may findynp
∈ Vnp

(whereVn is defined as in Lemma

6.2.11) with dist(x, ynp
) ≤

√
2

3np+k
.

Takingrp =
1

3np
− 1

3np+1
−

√
2

3np+k
, we have

B(x, rp) ⊂ B

(

ynp
,

1

3np
− 1

3np+1

)

. (6.2.3)

Note that due to the definition ofµ and the strong separation condition over the IFS

{f1, f2, f3, f4}, it is clear thatµ(fi1 ◦ fi2 ◦ · · · ◦ fin(E0)) =
1

4n
.

Takingµ of both sides of Equation (6.2.3) and dividing by(2rp)
s, we have

µ(B(x, rp))

(2rp)s
≤ µ(B(ynp

, 3−np − 3−(np+1)))

(2rp)s

=
4−(np+1)

2s(3−np − 3−(np+1) − 3−(np+k)
√

2)s

=
1

4 · 2s(1 − 3−1 − 3−k
√

2)s

Note thatx ∈ (C × C) ∩
(

⋂

p≥1 Fp,k

)

. Lettingp → ∞, we have

Ds(µ, x) ≤ 1

4 · 2s(1 − 3−1 − 3−k
√

2)s

for k ≥ 1. Lettingk → ∞,

Ds(µ, x) ≤ 1

4 · 4s

3s

=
1

4s

for x ∈ (C × C) ∩
(

⋂∞
k≥1

(

⋂∞
p≥1 Fp,k

))

.

By Lemma 6.2.10,µ
(

⋂∞
k≥1

(

⋂∞
p≥1 Fp,k

))

= 1, which means that theµ-measure

of any other set that intersectsC×C must be zero. Therefore,Ds(µ, x) ≤ 1
4s holds



6.2 Packing Measure and Dimension 137

for µ-almost allx ∈ C × C.

“ ≥ ” Givenr > 0, it suffices to show that

µ(B(A, r))

(2r)s
≥ 1

4s
for µ-almost allA ∈ C × C.

But sinceC × C =
⋂4

i=1 (fi(E0) ∩ (C × C)), andf1(E0) ∩ (C × C), f2(E0) ∩

(C × C), f3(E0) ∩ (C × C) andf4(E0) ∩ (C × C) are all geometrically similar

to one another, it is enough to prove that

µ(B(A, r))

(2r)s
≥ 1

4s
for µ-almost allA ∈ f1(E0) ∩ (C × C). (6.2.4)

As well as that, sinceC × C is self-similar, proving Equation (6.2.4) for when
√

2
3

< r ≤
√

2 is equivalent to proving that

µ(B(A, r))

(2r)s
≥ 1

4s
for µ-almost allA ∈ fk

i (E0) ∩ (C × C),

when
√

2
3k+1 < r ≤

√
2

3k for all k > 0 andi = 1, 2, 3, 4. Lettingk → ∞, this would

account for all possibleA ∈ f1(E0) ∩ (C ×C), thus giving us Equation (6.2.4) for

all r > 0.

So we simply need to show Equation (6.2.4) for
√

2
3

< r ≤
√

2.

Of course we know from Lemma 6.2.11 that

lim
r→0

µ(Br(x))

(2r)s
=

1

4s

for any vertexx of a basic square at any given level of the construction ofC × C.

Therefore, if we could show that

µ(B(A, r)) ≥ µ(B(O, r)) for µ-almost allA ∈ f1(E0) ∩ (C × C)
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when
√

2
3

< r ≤
√

2 and whereO refers to the origin(0, 0), we would have our

result.

We draw a diagonal line inE0 between(0, 0) and(1, 1). Becausef1(E0)∩ (C×C)

is symmetric with respect to this diagonal, it is enough to considerA ∈ S1, where

S1 is the triangle formed inf1(E0) between the diagonal and thex-axis. Given
√

2
3

< r ≤
√

2 we have two distinct cases:

Case 1:B(O, r) ∩ (f2(E0) ∪ f3(E0))

It is easily seen that

B(A, r) ∩ (f2(E0) ∪ f3(E0)) ⊇ B(O, r) ∩ (f2(E0) ∪ f3(E0)),

since the originO is the furthest point inS1 from all points inf2(E0) ∪ f3(E0).

Therefore,

µ(B(A, r) ∩ (f2(E0) ∪ f3(E0))) ≥ µ(B(O, r) ∩ (f2(E0) ∪ f3(E0))).

Case 2:B(O, r) ∩ f4(E0)

To prove thatµ(B(A, r)∩ f4(E0)) ≥ µ(B(O, r)∩ f4(E0)) is more difficult and

requires a good deal of geometrical manipulation. Jiaet al do this by analysing

progressively smaller triangles that sit insideS1. They show that there is a certain

subset of these triangles which does not satisfy the equation, but this subset has

zeroµ-measure, thus the equation holds forµ-almost allA ∈ S1.

Thus, givenr > 0 we have

µ(B(A, r)

(2r)s
≥ µ(B(O, r))

(2r)s
for µ-almost allA ∈ C × C

and lettingr → 0,

lim
r→0

µ(B(A, r)

(2r)s
≥ lim

r→0

µ(B(O, r))

(2r)s
=

1

4s
for µ-almost allA ∈ C × C
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by Lemma 6.2.11.

We may now prove Theorem 6.2.5:

Proof. The result follows easily from Lemmas 6.2.9 and 6.2.12.

6.2.3 Remarks

As we have seen, it is possible to successfully use lower spherical density and its

respective properties to find the packing measure of a set. The particular method shown

above extends to a more general class of fractal sets inR2, as claimed by Jiaet al in

[JZZL03]. Letting0 < λ ≤ 1
3

and supposing thatf1(x) = λx, f2(x) = 1− λ + λx where

x ∈ [0, 1] and thatCλ is the invariant set associated with the IFS{f1, f2}, then the result

Ps(λ)(Cλ × Cλ) = 4 · 2s(λ)(1 − λ)s(λ)

can be achieved, wheres(λ) = log 1

λ
4.

Interestingly, Jiaet alalso note that their method cannot be used to calculate the pack-

ing measure of self-affine sets such asC 1

4

× C 1

3

.

In general, it seems to be easier to calculate results for packing measure using local

properties than to do so for Hausdorff measure. This is largely due to results like Lemma

6.2.8 which can directly relate local spherical density to the measure being used. The

more useful local density results for Hausdorff measure rely on convex density as opposed

to spherical density and obviously it is easier to work with balls than with convex sets

when attempting calculations involving coverings or packings.
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China Ser. A42 (1999), no. 7, 673–680. MR MR1717001 (2001a:28007)

[ZZ01] Z Zhu and Zuoling Zhou,The upper convex density and Hausdorff measure:

the Koch curve, Acta Sci. Nat. Univ. Sunyaseni40 (2001), 1–3.

[ZZL04] Z Zhu, Z Zhou, and J Luo,The packing measure of a class of generalized

Sierpinski sponges, Chinese Annals of MathematicsSeries A(2004).


